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Dirac's sets of commuting observables, in the guise of lists of mutually orthogonal projections which add to the unit matrix, are readily extended to a convex completion. But, furthermore, there exist lists of nonnegative Hermitian matrices which sum to the unit matrix which do not even belong to this convex completion. It is shown that these "extraneous" lists appear as tests in ordinary quantum-mechanical experiments. This circumstance leads to simpler rules for injecting measurement theory into the social sciences than might otherwise be proposed. Various relationships between lists of orthogonal projections and more general tests are given. The problem of devising rules of inference by direct computation is very briefly engaged.

## 1. INTRODUCTION

The epistemology of the physics of the past half century is crudely conveyed by the formula Tr PA for the expectation value of an "observable" $A$ in the state $P$. The notion of "observable" was a convenience for incorporating classical machinery into the new physics, yet it is desirable to clarify the epistemology as follows: Associated to each method of preparation designated as a state-producing method there is a state matrix $P$, and associated to each further continuation of procedures which could lead to $b$ mutually exclusive and exhaustive results there is a list $A=\left(A_{1}, \ldots, A_{b}\right)$ of matrices, such that $\operatorname{Tr} P A_{k}$ is the probability that state $P$ processed by $b$-test $A$ lead to outcome $k$.

Technical difficulties will be minimized throughout by using $n \times n$ matrices of complex numbers, $n$ finite. Such matrices will be said to be of size $n$. The test is of size $n$ and bin number b. A few more terms and notions are most concisely introduced in brief review of standard material:
The primordial state of quantum mechanics is the pure state, a one-dimensional Hermitian projection. Landau, ${ }^{1}$ von Neumann, ${ }^{2}$ and Weyl ${ }^{3}$ observed that the feasible procedure of what I shall call rouletting states, namely producing any of several states by random choice with preassigned probabilities, extends the pure states to their convex completion, the body of states, nonnegative Hermitian matrices of trace 1. Indeed, unitary transformation of any state matrix to diagonal form displays it as a convex combination of (orthogonal) one-dimensional projections. The extreme states are the pure states.
\#1. Definition: The primordial tests of quantum mechanics are the lists ( $E_{1}, \ldots, E_{b}$ ) of mutually orthogonal Hermitian projections which sum to the unit matrix I. I call these sharp tests.

A lingering commitment of scientific thought to an objective universe of states has led to little interest in generalizing ${ }^{4}$ the sharp tests. Yet a laboratory assistant who inserts different $b$-channel experiments between the state and a common array of $b$ output bins or counters according to a predetermined schedule of probabilities is of course rouletting tests. The $b$-tests $A^{k}$ $=\left(A_{1}^{k}, \ldots, A_{b}^{k}\right)$ and rouletting probabilities $p_{k} \geqq 0, \Sigma p_{k}$ $=1$, lead to the rouletted $b$-test $A=\left(A_{1}, \ldots, A_{b}\right)$ with
$A_{i}=\Sigma p_{k} A_{i}^{k}$. Indeed, the matrices $A_{i}$ so defined do generate the rouletted probabilities of outcomes stemming from any state if they are put together with the state matrix $P$ into the $\operatorname{Tr} P A_{i}$ formula, but no other matrices $A_{i}^{\prime}$ will do provided enough states $P$ are available, since $\operatorname{Tr} P\left(A_{i}-A_{i}^{\prime}\right)=0$ for all one-dimensional projections $P$ already implies that $A_{i}-A_{i}^{\prime}=0$. Even if the original tests $A^{k}$ are sharp, the rouletted test $A$ is sharp only if the $A^{k}$ coincide (\#25).

Therefore $b$-tests not themselves sharp are readily produced from sharp $b$-tests by such an annoying assistant, or else by imperfect sorting into the bins, a more likely defect. But are there yet other kinds of tests?
\#2. Definition of $b$-plex: \#8 below shows that the only sensible $b$-tests have each $A_{i}$ nonnegative Hermitian, and $\Sigma_{i=1}^{b} A_{i}=I$. A $b$-tuple of matrices so restricted will be called a $b$-plex.

These restrictions are similar to those for a state matrix, there being a clause for nonnegativity and a clause for normalization.
\#3. Definition: Convex combination of $b$-plexes $A^{k}$ with coefficients $p_{k}$ will be related to the usual convex combination of matrices by requiring commutativity of convex combination with selection of the $i$ th coordinate matrix, i. e., $\left(\Sigma p_{k} A^{k}\right)_{i}=\Sigma p_{k} A_{i}^{k}$.

Convex combination of $b$-plexes corresponds to the physical notion of rouletting the corresponding tests.

The $b$-plexes of $n \times n$ matrices obviously form a closed convex body for each $b, n$.
Were the situation as simple for tests as for states, the following would hold: Convex completion of the sharp $b$-plexes would produce all the $b$-plexes, all sharp $b$-plexes would be extreme, and all extreme $b$ plexes would be sharp. Indeed, all sharp $b$-plexes are extreme (\#25), but the other statements are false for $b \geqslant 3$.
\#4. Definitions: The convex completion of the sharp $b$-plexes will be called the undersharp body (undersharp $b$-body in size $n$ ). Those $b$-plexes which are not undersharp are extraneous. If the matrices $A_{i}$ of $b$ plex ( $A_{1}, \ldots, A_{b}$ ) commute, the $b$-plex is commutative.

We will see that commutative $b$-plexes are undersharp (\#44). Since a 2-plex is necessarily commutative there is no extraneous 2-plex. Extraneous 3-plexes and 4plexes of $2 \times 2$ matrices will be constructed, however (Sec. 5). Even though corresponding physical tests cannot be achieved by any rouletting of sharp tests, it is shown in Sec. 7 that physical tests nevertheless exist corresponding to arbitrary $b$-plexes-provided that any unitary transformation is regarded as physically achievable by a motion. In a subsequent paper a magnetic spin system is described wherein the unitary transformations and other constructions of Sec. 7 are indeed physically achievable. It would therefore be unadvisable to restrict the following summary of quantum matrix epistemology, for example, by imposing undersharpness on the tests.
\#5. The matrix format (MF): If state procedure $i$ together with test procedure $j$ yield probabilities $p_{i j k}$ for the several outcomes $k=1, \ldots, b_{j}$ of the test, then nonnegative Hermitian matrices $P_{i}$ and $A_{j k}$ are to be sought fulfilling

$$
\begin{aligned}
& \operatorname{Tr} P_{i}=1, \quad \sum_{k} A_{j k}=I \\
& \operatorname{Tr} P_{t} A_{j k}=p_{i j k}
\end{aligned}
$$

A fit of MF could inject the methods of modern physics into empirical domains where quantum interference effects might be large but unsuspected. Especially if $n$ is small, the clarity achieved by having few parameters could make further prior theoretical assumptions unnecessary. Schrödinger equation-like drift of "isolated states," for example, could be detected by comparing state preparations which differ only in respect to a variable "coasting" time, without any prior knowledge of a Hamiltonian, of existence of a Hamiltonian, or surety as to what constitutes "isolation."

I have presented elsewhere ${ }^{5}$ the guess that this sort of analysis might prove interesting for data taken in " $p_{i j k}$ " form in the study of visual perception. Several groups of workers in quantum logic have similar hopes of finding quantum interference effects in psychology or elsewhere in the social sciences.

So as to avoid misunderstanding, note that I am using ordinary density matrices for initial states, but avoid them so meticulously for "final states" as to even avoid using the term "final state." Nevertheless the test matrix $A_{j k}$ associated with bin $k$ of test $j$ is nonnegative Hermitian, hence differs from a "final state density matrix" only in its normalization. ( $\operatorname{Tr} A_{j k}$ may be anything from 0 to the format size $n$.) In an empirical domain where $n$ is known and $n^{2}-1$ real-linearly independent state matrices are physically available, each new test matrix $A_{j k}$ may be fixed in terms of its $n^{2}-1$ probabilities against these states; it is not mandatory to talk about the whole test $A=\left(A_{j_{1}}, \ldots, A_{j b}\right)$. Then "unnormalized final state density matrices" will do.

The plan of the sequel is as follows. First, \#8 records the elementary argument for not looking at anything more general than $b$-plexes (within the main context of this paper, namely, the $\operatorname{Tr} P A$ formula for probabilities from complex matrices). Then the study
of extreme points among the $b$-plexes is related to linear independence of spaces $X\left(A_{i}\right)$ of 2 -sided nonnegative variation or of spaces $Y\left(A_{i}\right)$ of 2 -sided "spindle" variation. The nonnegative variation version gives a lemma, \#23, that $\left(A_{1}, \ldots, A_{b}\right)$ extreme requires all $A_{i}$ to be singular (except when $b-1$ of them vanish), which later helps determine all extreme $b$-plexes of $2 \times 2$ matrices. The spindle-variation version establishes the extremity of the sharp $b$-plexes almost immediately.

The possibility that summing some of the $A_{i}$ together produce a sharp $b^{\prime}$-plex introduces a notion of segmentation, unsegmentability, and a reduction of any $b$-plex into its unsegmentable parts; the opposite process of assembling segments in particular can be used to generate more extraneous examples.

A different sort of extraction of a sharp structure from a $b$-plex yields a "reduction" into a sharp $b$-plex and a $b$-plex of matrices none of which has 1 for an eigenvalue, in the manner of a direct sum.

The existence of extraneous $b$-plexes is established in Sec. 5 by finding all extraneous extreme $b$-plexes of $2 \times 2$ matrices without zero matrices; for these $b=3$ or 4.

It is proved in Sec. 6 that commutative $b$-plexes are undersharp, whence 2-plexes, also called questions, are necessarily undersharp. This result together with the common emphasis upon sharp and mixed ${ }^{4}$ questions is held to account for a lack of attention to the phenomenon of extraneity.

The issue of whether extraneous $b$-plexes can occur as physical tests is at this point very interesting, because such $b$-plexes indeed exist, but cannot of course be reached as physical tests by rouletting the usual sharp tests. Section 7 is a construction not involving convexity arguments which settles the issue by showing how any b-plex may occur as a physical test, provided that any unitary transformation may be eigeneered as a motion. The construction is similar to Landau tracing ${ }^{1}$ for state matrices, which as is well known leads from pure states to mixtures and so simulates rouletting, yet for tests is more powerful than rouletting in that extraneous tests appear, not only mixtures of sharp tests.

Two kinds of sufficiency for undersharpness are given in Sec. 9, the first depending upon dominance of one bin over all others, the second upon special hypotheses involving close relationship of a test to questions by attaining the $b$ bins through $b-1$ successive bifurcations.

An ideally simple fit (Sec. 10) of MF to "data" involving lots of orthogonality opens the final and most important topic, the praxis of fitting MF. Improvement of computability by elimination of invariance (Sec. 11) leads to a conjectural alternative "Sparse Format" (SF).
\#6. Notation: $V$ or $V_{n}$ will denote the Hilbert space of complex $n$-tuples on which the $n \times n$ matrices may act.
$\lambda(M)$ will denote the space of eigenvectors of matrix $M$ belonging to $\lambda$. Thus, $\lambda(M)=\{0\}$ unless $\lambda$ is an eigenvalue of $M$, and $O(M)$ is the dernel of $M$. If $M$ is normal,
$\Sigma_{\lambda \neq 0} \lambda(M)$ is the orthogonal complement ( $\left.0(M)\right)_{\perp}$ of $0(M)$. Orthogonal projection on this space of $M$ will be denoted $E_{w}$.
$I$ or $I_{n}$ denotes the $n \times n$ unit matrix. Thus, $E_{I}=V$. $\operatorname{diag}\left(a_{1}, a_{2}, \ldots\right)$ is obvious notation for a diagonal matrix. The elements of matrix $A_{k}$ are $a_{k i j}$.
$A \cdot B \equiv \operatorname{Tr} A^{\dagger} B$ defines a positive definite Hermitian inner product on the $n \times n$ complex matrices, real for $A$, $B$ Hermitian. If $A \cdot B=0, A$ and $B$ will be said to be trace-orthogonal. The accompanying norm $\|A\|$ $E(A \cdot A)^{1 / 2}$ is the positive square root of the sum of the absolute squares of $A$ 's matrix elements. Thus $\|I\|=n^{1 / 2}$.

A matrix with nonnegative real eigenvalues is nonnegative. If furthermore it is nonsingular it is positive. $A \geqslant B$ means matrix $A-B$ is nonnegative.
\#7. Topology: Topological statements relating to various sets of matrices will always refer to the norm topology on the relevant set. Topological statements about sets of $b$-tuples of matrices refer to the topology induced on subsets by the Cartesian product of the aforesaid norm topology for each of the $b$ coordinates, equivalently, to a norm topology wherein the norm of a $b$-tuple of matrices is the positive square root of the sum of the absolute squares of all the matrix elements.

Inasmuch as all matrices of interest will be nonnegative $n \times n$ Hermitian matrices $\leqslant I$, the matrices all lie within the closed ball of radius $n^{1 / 2}$, which is compact. A $b$-tuple of such matrices has $b$-tuple norm $\leqslant(b n)^{1 / 2}$; all $b$-tuples of interest thus also lie in a compact ball. This comment should make the compactness of various sets ( $b$-plexes, states, the spindle, the undersharp body, commutative $b$-plexes) obvious upon definition.

## 2. PHYSICAL BASIS FOR THE B-PLEX CONDITIONS

Part 1 of the following theorem is standard material, worked out for the sake of comparison with part 2.
\#8. The $b$-plex theorem: If probabilities $p_{k}, p_{k} \geqslant 0$, $\Sigma_{k} p_{k}=1$, are to be computed from the rule $p_{k}=\operatorname{Tr} P A_{k}$ and state matrices $P$ and $b$-test bin matrices $A_{1}, \ldots, A_{b}$, then

1. If any sharp $n$-plex represents some test, then $P=P^{\dagger}, P \geqslant 0$, and $\operatorname{Tr} P=1$.
2. If any 1-dimensional projection represents some state, then $\left(A_{1}, \ldots, A_{b}\right)$ is a $b$-plex.
\#9. Proof of 1: Matrix $A_{1}$ may be any 1-dimensional projection $|x\rangle\langle x|$, hence $\operatorname{Tr} P|x\rangle\langle x|=\langle x| P|x\rangle$ is a probability, therefore nonnegative. Hence $P \geqslant 0$. Also $\langle x| P-P^{\dagger}|x\rangle=\langle x| P|x\rangle-\langle x| P|x\rangle^{*}=0$, so $P=P \dagger . \Sigma p_{k}$ $=1=\Sigma \operatorname{Tr} P A_{k}=\operatorname{Tr} P \Sigma A_{k}=\operatorname{Tr} P$ if any $b$-plex $A$ occurs as a test, and sharp $n$-plexes are given to occur.

The hypothesis of part 1 is stated with unnecessary strength in order to refer to an analog of Dirac's complete sets of commuting observables.

Proof of 2: $p_{k}=\operatorname{Tr}|x\rangle\langle x| A_{k}=\langle x| A_{k}|x\rangle \geqslant 0$, all $x$, shows both $A_{k} \geqslant 0$ and $A_{k}=A \hbar_{k}^{k} . \Sigma p_{k}=1$ yields $\langle x| \Sigma A_{k}$ $-I|x\rangle=0$ for all $x$, whence $\Sigma A_{k}=I$.

QED

## 3. BASIC RESULTS ON THE EXTREME POINTS OF THE BODY OF B-PLEXES

\#10. Definition of spindle: The intersection $\left\{A \mid A=A^{\dagger}\right.$, $A \geqslant 0\} \cap\left\{B \mid B=B^{\dagger}, B=I-A, A \geqslant 0\right\}$ of the nonnegative cone with the $I$-shifted nonpositive cone will be called the spindle, or spindle ( $n$ ): $n$ being the size, as always.
\#11. Remarks: A 2-plex $A$ is defined by its first coordinate $A_{1}$, which is an element of the spindle. Conversely any element $A_{1}$ of the spindle paired with $I-A_{1}$ forms a 2-plex. This correspondence is obviously a convexity isomorphism.

The spindle also appears as the set of all possible matrices which may occur in a fixed place, e.g., place 1 , of a $b$-plex.
\#12. Definition: For $A$ Hermitian nonnegative,

$$
\begin{aligned}
& \left\{X \mid X=X^{\dagger} \text { and } \exists \lambda>0\right. \text { such that } \\
& -\lambda \leqslant u \leqslant \lambda \text { implies } A+u X \geqslant 0\}
\end{aligned}
$$

will be called the space of 2 -sided nonnegative variation of $A$, and denoted $X(A)$. The characterization $X(A)$ $=\left\{E_{A} M E_{A} \mid M=M^{\dagger}\right\}$ of $\# 17$ shows $X(A)$ to be a real linear space.

> \#13. Definition: For $A$ Hermitian nonnegative,
> $\left\{Y \mid Y=Y^{\dagger}\right.$ and $\exists \lambda>0$ such that
> $-\lambda \leqslant u \leqslant \lambda$ implies $A+u Y \in$ spindle $\}$
will be called the space of 2 -sided spindle variation of A.
\#14. Remark: $Y(A)=X(A) \cap X(I-A)$ shows $Y(A)$ to be a real linear space and is otherwise useful.
\#15. Lemma for off diagonal zeros: If a nonnegative Hermitian matrix $M$ has a 0 in a diagonal place, it has 0 's in the corresponding row and column.
\#16. Proof: The result is a direct consequence of nonnegativity of the $2 \times 2$ minors $m_{i i} m_{j j}-m_{i j} m_{j i}=0$ $-\left|m_{i j}\right|^{2}$ with $m_{i i}=0$.
\#17. Theorem: If $A$ is a nonnegative Hermitian matrix, $X(A)$ is the set of Hermitian matrices of form $E_{A} M E_{A}$, i. e., which act in $E_{A} V$. If $A$ is diagonalized, say $A$ $=\operatorname{diag}\left(a_{1}, \ldots, a_{k}, 0, \ldots, 0\right)$ with $a_{i}>0$ for $i \leqslant k, a_{i}=0$ for $i>k$, then $X_{\in} \in X(A)$ if and only if $X$ is Hermitian with 0 elements outside the upper-left $k \times k$ bloc.
\#18. Proof: Since $A+\lambda X, A-\lambda X$ must both be nonnegative for $\lambda>0$ small, it is clear why $X$ must vanish in the lower right-hand bloc. The "lemma for offdiagonal zeros" applied to $A+\lambda X$ shows $A+\lambda X$, hence $X$ itself, to have zeros everywhere else outside the upper left-hand bloc. Continuity in $\lambda$ of the upper left minor determinants of $A+\lambda X$ and positivity of $A$ considered as a matrix in the upper left bloc shows that $X$ may not be further delimited. The form $E_{A} M E_{A}$ generalizes this to $A$ not necessarily diagonal, inasmuch as it specializes correctly when $A$ is diagonal. QED
\#19. Corollary: $\operatorname{dim} X(A)=(\operatorname{rank} A)^{2}$, for a non-

## negative Hermitian matrix $A$.

\#20. Corollary: The following are equivalent for nonnegative Hermitian $A$ :

## $A$ is of rank 1 ;

$A$ is a positive multiple of a 1 -dimensional projection;
$a_{i j}=x_{i}^{*} x_{j}$ or $A=|x\rangle\langle x|$ with $x \neq 0$ not necessarily normalized;
$A$ is proportional to a pure state;
$\operatorname{dim} X(A)=1 ;$
$X(A)=\{r A \mid r$ real $\}$.
\#21. Theorem: The following are equivalent conditions for $b$-plex $A=\left(A_{1}, \ldots, A_{b}\right)$ :
$A$ is an extreme $b$-plex;
the spaces $X\left(A_{1}\right), \ldots, X\left(A_{b}\right)$ are linearly independent;
the spaces $Y\left(A_{1}\right), \ldots, Y\left(A_{b}\right)$ are linearly independent.
\#22. Proof: Failure of extremity depends on the ability to express $A$ as a midpoint of varied $b$-plexes, $A \pm X, X \neq 0$. That $A \pm X$ be $b$-plexes requires only that the $A_{k} \pm X_{k}$ be nonnegative (hence also $A_{k}+u X_{k} \geqslant 0$ for $-1 \leqslant u \leqslant 1$, and that $\Sigma_{k} A_{k} \pm X_{k}=I$. Since $\Sigma_{k} A_{k}=I$, this reduces to $\Sigma_{k} X_{k}=0$, a relation of linear dependence among the $b$ elements $X_{1}, \ldots, X_{b}$ of the spaces of 2sided nonnegative variation.

The alternative statement in terms of the $Y_{k}(A)$ follows by observing that whenever an expression as a midpoint is achieved, each $X_{k}$ involved belongs to $Y\left(A_{k}\right)$, not only to $X\left(A_{k}\right)$. This is so because each matrix of a $b$-plex belongs to the spindle. Hence $A_{k}+u X_{k} \geqslant 0$ above may be replaced by $A_{k}+u X_{k} \in$ spindle.
\#23. Singularity lemma: If $b$-plex $A$ is extreme, either each $A_{k}$ is singular or else $b-1$ of them are 0 , the remaining one being $I$.
\#24. Proof: Suppose $A$ is extreme and $A_{1}$ for example is nonsingular. Then \#17 shows $X\left(A_{1}\right)$ to be all of $V$. Linear independence of the $X\left(A_{k}\right)(\# 21)$ then requires $X\left(A_{k}\right)=\{0\}$ for $k \neq 1$, whence $A_{k}=0$ for $k \neq 1$, again by \#17.
\#25. Theorem: Sharp $b$-plexes are extreme.
\#26. Proof: If $E$ is a Hermitian projection, $X(E)$ $=\left\{X \mid X=E M E, M=M^{\dagger}\right\}$ and $X(I-E)=\{X \mid X=(I-E) M(I$ $\left.-E), M=M^{\dagger}\right\}$. Hence $Y(E)=X(E) \cap X(I-E)=\{0\}$. Since the coordinates $A_{k}$ of a sharp $b$-plex are projections, the $Y\left(A_{k}\right)$ are all $\{0\}$ and hence are linearly independent.

QED

## 4. NOTIONS ÖF REDUCIBILITY

Two notions of a separation of sharp structure out of a $b$-plex will now be given: segmentation and 1-elimination. Applied to an extreme $b$-plex they will lead to extraneous extreme $b^{\prime}$-plexes of smaller size and bin number. This general knowledge is interesting in itself,
and will slightly streamline the subsequent discussion of extreme $b$-plexes of $2 \times 2$ matrices.

## A. Segmentation

\#27. Definition of fusion: $A b^{\prime}$-plex $A^{\prime}$ obtained from a $b$-plex $A$ by adding together some of the matrices, so that $b^{\prime}<b$, will be said to have been obtained by fusion. The corresponding bins will be said to be fused. Fusion corresponds empirically to gathering the counts in the $b$ bins into $b^{\prime}$ subtotals. Also, $A$ is said to be finer than $A^{\prime}$.
\#28. Definition of segmentation: If $b$-plex $A$ fuses to a sharp $b^{\prime}$-plex $E, E$ is a segmentation of $A$. If a segmentation of bin number $\geqslant 2$ exists, $A$ is segmentable, if not, $A$ is unsegmentable.
\#29. Definition of $(b, E)$-plex: A list $A=\left(A_{1}, \ldots, A_{b}\right)$ of $b$ nonnegative Hermitian matrices which sums to matrix $E$ will be called a ( $b, E$ )-plex. This notation seems useful only for $E$ a projection; therefore the notation will imply that $E$ is a projection. Thus a $b$ plex is a ( $b, I$ )-plex. The rank of $E$ will be said to be the rank of a (b,E)-plex.
\#30. Segmention theorem: Every $b$-plex $A$ has a unique finest segmentation $E=\left(E_{1}, \ldots, E_{s}\right)$, finer than each other segmentation of $A$. The $b_{k}$ matrices $A_{i}$ of $A$ which fuse to projection $E_{k}$ form a segment of $A$ which (listed in any order) is an unsegmentable ( $b_{k}, E_{k}$ )-plex. Each original matrix $A_{i}$ is of form $E_{k} A_{i} E_{k^{*}} E_{k}$ is the segment projection of $A_{i}$. If the ( $E_{1}, \ldots, E_{s}$ ) are simultaneously diagonalized with the 1 eigenvalues of each $E_{k}$ conveniently together, then each $A_{i} \in\left\{A_{1}, \ldots, A_{b}\right\}$ has nonzero elements only in the diagonal square bloc corresponding to the 1 's of its segment projection. If $A$ is a convex combination $A=\Sigma p_{r} A^{r}$, then each $A^{r}$ has $E$ for a segmentation, and the combination is attained by performing the corresponding combination within each segment. $A$ is extreme if and only if each segment is extreme among the appropriate ( $b_{k}, E_{k}$ )-plexes.

A sharp $b$-plex segments into its single projections.
The study of extreme $b$-plexes may be considered to be reduced to the study of unsegmentable extreme $b$ plexes, by the segmentation theorem.
\#31. Proof: More generally, the reduction to bloc form and the reduction of convex combination applies to any segmentation, in particular to a segmentation into two projections, $E, F, E+F=I$ : by renumbering matrices, $A_{1}+\ldots+A_{b_{1}}=E, A_{b_{1+1}}+\ldots+A_{b}=F . A_{1} \leqslant E$ with $E$ in diagonal form shows $A_{1}$ to have diagonal zeros where $E$ does, and therefore to be in bloc form $A_{1}$ $=E A_{1} E$ by the "lemma on offdiagonal zeros."

If $A=\Sigma p_{r} A^{r}$, then $A_{1}=\Sigma p_{r} A_{1}^{r}$; hence $A_{1}^{r} \leqslant A_{1} \leqslant E$ and $A_{1}^{r}=E A_{1}^{r} E$ as above: not only $A_{1}$ but each $A_{1}^{r}$ is zero outside the $E$-bloc.

It remains only to show that there is a finest segmentation. The essence of this is obviously that if $(E, F),(G, H)$ are segmentations, then all four projections $E, F, G, H$ commute and define a finer segmenta-
tion ( $E G, E H, F G, F H$ ). Indeed, each matrix $A_{k}$ of the original $b$-plex $\left(A_{1}, \ldots, A_{b}\right)$ is either of form $E A_{k} E$ or $F A_{k} F$, and is also either of form $G A_{k} G$ or $H A_{k} H$. There are altoghether four types of $A_{k}$ : if $A_{k}=E A_{k} E=G A_{k} G$ it is of type ( $E, G$ ), etc. Sum all $A_{k}$ of each type, to get four subtotal matrices $A_{E G}, A_{B H}, A_{F G}, A_{F H}$. Since the sum of all the $A_{k}$ with $A_{k}=E A_{k} E$ is $E$ itself, $A_{E G}+A_{E H}$ $=E$. Similarly, $A_{F G}+A_{F H}=F, A_{E G}+A_{F G}=G, A_{E H}$ $+A_{F H}=H$.

Since $A_{E G}$ is a sum of terms of form $E A_{k} E, E A_{E G} E$ $=A_{E G}$. Similarly, $G A_{E G} G=A_{E G}$. Since $E F=F E=0$, $F A_{E G}=F E A_{E G} E=0$ and also $A_{E G} F=0$ : Each $A_{P Q}$ is unaffected by $P, Q$ multiplication but is annihilated by the other two projections. Hence $E$ multiplication left and right of $A_{E G}+A_{F G}=G$ yields $A_{E G}=E G$ and $A_{E G}=G E$. Thus, $E$ and $G$ commute. Similarly for other pairs among $E, F, G, H$. It follows that ( $E G, E H, F G, F H$ ) is a 4-plex of mutually orthogonal projections. In the guise of $A_{E G}, A_{E H}, A_{F G}, A_{F H}$ we already know that $A$ fuses to the 4 -plex in question. (More precisely the fusion may be to a 3-plex or a 2 -plex if one or two of $E G, E H, F G, F H$ vanishes.)

## B. 1-Elimination

\#32. Definition: If $1(M)=\emptyset, M$ is 1-free. $\left(A_{1}, \ldots, A_{b}\right)$ is 1-free if each $A_{k}$ is 1-free.
\#33. Theorem: All the matrices of a $b$-plex of $n \times n$ matrices may be simultaneously unitarily transformed to bloc form, with an upper left $s \times s$ bloc sharp structure which is diagonal ( 1 's and 0 's on the diagonal), a lower right $(n-s) \times(n-s)$ square bloc of matrices which form a $b$-plex of 1 -free $(n-s) \times(n-s)$ matrices, and 0 's connecting the blocs.
\#34. Proof: If one of the matrices of a $b$-plex has eigenvalue 1, say $A_{1}$, go to a representation where $A_{1}$ is diagonal with 1 at upper left. All the other matrices $A_{k}$ must have 0 in the upper left place, hence zeros elsewhere in the first row and column by the "lemma on offdiagonal zeros." Consequently, $A_{1}=I-\Sigma_{k \neq 1} A_{k}$ also has zeros off the diagonal in row 1 and in column 1. Iterate this extraction of 1's until the residual $(n-s)$ $\times(n-s)$ matrices have no more 1 eigenvalues. QED

If such a form is a convex combination, it is so by virtue of a corresponding decomposition in its 1 -free bloc, inasmuch as the sharp bloc is extreme and hence is merely repeated in each term of the decomposition. Thus:
\#35. Theorem: An extreme $b$-plex is unitarily equivalent to a direct sum of a sharp bloc and a 1 -free extreme bloc in the sense of \#33, and conversely each such direct sum is extreme.

The following is easy to verify. It unites both of the above notions of reduction.
\#36. Theorem: The segment projections $E_{R}$ of the finest segmentation of a $b$-plex are obtained from the segment projections $e_{k}$ of the finest segmentation of its 1 -free part by fusing the associated sharp parts.

Each zero matrix in the $b$-plex of 1-free parts is in particular a segment, the corresponding segment of the whole $b$-plex then being the corresponding single sharppart projection filled out with zeros. The 1-free part may not consist entirely of zero matrices, but there may be no 1 -free part, in which case the $b$-plex is sharp and so segments into its singleton projections anyhow: an empty 1 -free part may be regarded as segmenting into singletons for the sake of \#36.
\#37. Definition: An unsegmentable extreme 1-free $b$-plex is primitive.

A primitive $b$-plex is necessarily extraneous: otherwise it would be undersharp and extreme, hence sharp, hence not 1 -free.

The finest segmentation of any extreme $b$-plex comprises any number of 1 -bin zero matrices, and segments free of zero matrices: Zero matrices are always allowed because $X(0)=\{0\}$.

## 5. EXISTENCE OF EXTREME EXTRANEOUS $B$ PLEXES AND DESCRIPTION OF ALL EXTREME B-PLEXES OF $2 \times 2$ MATRICES

\#38. Theorem: The extreme $b$-plexes of $2 \times 2$ matrices are as follows: $(I),(P, Q)$ sharp with rank $P=\operatorname{rank} Q=1$, primitive 3 -plexes, primitive 4 -plexes, and the $b$ plexes obtained from these by listing zero matrices. Each coordinate of a primitive 3-plex or 4-plex is of form $|a| I+a \cdot \sigma$ in terms of a real 3 -vector a and the Pauli matrices. Primitive 3 -plexes correspond to $a_{1}$, $a_{2}, a_{3}$ which form a triangle of nonzero area and perimeter 1 , primitive 4 -plexes to $a_{1}, a_{2}, a_{3}, a_{4}$ which form a quadrilateral of perimeter 1 which does not lie in a plane.
\#39. Proof: For $n=2$, segmentability of an extreme $b$-plex after the zero matrices are omitted implies a splitting into blocs of size 1 , hence sharpness. Thus an extraneous extreme $b$-plex of $2 \times 2$ matrices segments into zeros and only one unsegmentable segment. It is easy to see by 1 -elimination that this nontrivial segment must be primitive.

Each $2 \times 2$ Hermitian matrix $M$ is conveniently represented in terms of a real scalar part $m_{0}$ and a real vector part m by expansion in the Pauli matrices, $M$ $=m_{0} I+\mathrm{m} \cdot \sigma$. By \#23, each $A_{1}, \ldots, A_{b}$ is singular; hence $m_{0}=|\mathrm{m}|$. Also $|\mathrm{m}|>0$ as zero matrices have been cast out. Thus each $A_{k}$ is a positive multiple of a 1dimensional projection, with a multiplier $<1$, being 1free. By \#20, $X\left(A_{k}\right)=\left\{r A_{k} \mid \gamma\right.$ real $\}$. The condition of linear independence of $X\left(A_{1}\right), \ldots, X\left(A_{b}\right)$ (see \#21) becomes linear independence of the 4 -vectors ( $\left.\left|a_{k}\right|, a_{k}\right)$. Extraneous $b$-plexes are impossible for $b<3$, linear independence is impossible for $b>4$; hence the only possible cases are for 3 and 4 bins. The $b$-plex condition is here $\Sigma_{k}\left|a_{k}\right|=1, \Sigma a_{k}=0$. A 3 -plex, 4-plex of such rank-1 matrices is represented in terms of vector parts by a closed triangle, quadrilateral of unit perimeter. If the triangle encloses nonzero area, it is easy to see that the $\left|a_{k}\right|$ scalar parts lead to linear independence of the three 4 -vectors and hence to extremity for the 3-plex; if not, not. For $b=4$, the quadrilateral must
be nonplanar, in which case the $\left|a_{k}\right|$ components produce nonzero 4-volume, hence extremity.

Since there is no room in size 2 for two primitive segments or for 1-eigenvalue structure together with a primitive segment, the exhaustive listing of \#38 follows.
\#40. Remarks: Each of the four types of extreme point listed in \#38 comes in several connected components, one for each placement of extra zero matrices. The real dimensionalities of these four types are obviously $0,2,5,8$, respectively. The 5 -dimensional types built on a primitive 3 -plex of course are available only for $b \geqslant 3$; the 8 -dimensional types built on a primitive 4-plex only for $b \geqslant 4$. Thus, for $b \geqslant 3$, there are many more extraneous extreme points than sharp ones (i.e., $5>2$ ).

As the triangle and quadrilateral figures for the extraneous extreme 3-, 4-plexes have unit perimeter with no side vanishing, 1 -freeness is geometrically evident. Similarly noncommutativity is evident as noncollinearity of the vector parts.

As one side of a 4 -plex quadrilateral tends to 0 with the perimeter kept 1 and the resulting triangle nondegenerate, we find the general primitive 3-plex with one zero matrix to be a limit of primitive 4 -plexes. Similarly the general sharp 2-plex of orthogonal 1-dimensional projections together with one zero matrix is a limit of primitive 3-plexes, the "bilateral" of perimeter 1 .

## 6. COMMUTATIVITY AND UNDERSHARPNESS

It is possible to comment on why the phenomenon of extraneity has escaped attention heretofore economically as an aside, in the development of other material relating commutativity and undersharpness.
\#41. Theorem: For extreme b-plexes, commutativity is equivalent to sharpness.
\#42. Proof: Sharpness obviously implies commutativity.

To show the converse, simultaneously diagonalize the $b$ matrices $A_{k}=\operatorname{diag}\left(a_{k 1}, \ldots, a_{k n}\right)$ of the commutative $b$-plex $A$. If any of these diagonal elements $a_{k j}$ is neither 0 nor 1 , then $\sum_{k=1}^{b} a_{k j}=1$ shows that there is another $a_{i j}, i \neq k$, also properly between 0 and 1 . Replacing $a_{k j}, a_{i j}$ by $a_{k j} \pm \epsilon, a_{i j} \mp \epsilon$ represents $A$ as a midpoint of $b$-plexes, provided $0<|\epsilon| \leqslant a_{k j}$ and $|\epsilon| \leqslant a_{i j}$.

Therefore, all the elements are 0 or 1. $\Sigma_{k=1}^{b} a_{k f}=1$ shows that there is only one 1 to a bin, i.e., the projections are mutually orthogonal.
\#43. Corollary: All extreme 2-plexes are sharp. All 2-plexes are undersharp. Sharpness and extremity are equivalent for $b=2$.

Thus extraneity is not present for $b=2$. It has been common to replace a $b$-bin test by its various fusions into questions ${ }^{4}$ or 2 -bin tests ( $A, B$ ), or even to consider only the sharp 2-tests ( $E, F$ ), equivalent to projections
$E$ or subspaces $1(E)$. The association of $1(E)$ with "yes" and $O(E)$ with "no" introduces a closer linguistic parallel to conventional logic than a direct study of the $b$ tests without fusion, yet misses the phenomenon of extraneity. The argument that extraneous $b$-plexes can actually occur in a physical test is deferred until after another commutativity-undersharpness corollary:
\#44. Corollary: Commutative $b$-plexes are undersharp; the closed convex hull of the commutative $b$ plexes is the undersharp $b$-body; there is no point extreme in the closed convex hull of the commutative $b$ plexes which fails to be extreme among all $b$-plexes.
\#54 or \#56 makes it obvious that there are noncommutative undersharp $b$-plexes for $b \geqslant 3$.
\#45. Remark: The spindle is compact, whence the set of $b$-plexes is compact; similarly for the set of commutative $b$-plexes, which is obviously closed. The real dimension of the $b$-plex body is $(b-1) n^{2}$, finite. An extreme point of the closed convex hull of a compact set $C$ in a finite-dimensional space itself belongs to $C .{ }^{6,7}$
\#46. Proof: An extreme point $P$ of the closed convex hull $H$ of the commutative $b$-plexes is itself commutative. It has been shown in \#42 how to express a nonsharp commutative $b$-plex as a midpoint between distinct commutative $b$-plexes $A$ and $B$. Were $P$ not itself sharp, $P$ would therefore be such a midpoint. This would contradict $P$ 's extremity in $H$, a body which contains the segment $A B$. Hence $P$ is sharp: The extreme points of $H$ are all sharp. Since all sharp $b$-plexes are commutative and extreme, they are conversely all extreme points of $H$.

QED

## 7. THE EXISTENCE OF EXPERIMENTS INVOLVING TESTS CORRESPONDING TO ANY $B$-PLEX

\#47. Theorem: For any given $b$-plex of $n \times n$ matrices, there exists a physical $b$-bin test whose $b$ plex is the given $b$-plex.
\#48. Discussion: "Physical test" must be formulated in terms of metaphysical conventions of physicalmathematical correspondence in order to develop the assertion into a clear-cut theorem, but the mathematization is half the story. Therefore both the mathematization and the verification are lumped in \#51 below. The clear-cut theorem is:
\#49. Technical theorem: Let $U$ be a unitary matrix acting on $V_{n} \otimes V_{b}, \rho$ a state on $V_{n}, e$ a sharp $b$-test on $V_{b}, I$ the unit matrix on $V_{n}$, and $a$ the $b$-plex on $V_{n}$ defined by

$$
\forall \rho, \quad \forall k, \operatorname{Tr} U\left(\rho \otimes e_{1}\right) U^{\dagger}\left(I \otimes e_{k}\right)=\operatorname{Tr} \rho a_{k}
$$

this map from $b n \times b n$ unitaries to $b$-plexes of $n \times n$ matrices is surjective.
\#50. Metaphysical requirements: A sharp b-test must exist as a possible test procedure upon a system, the probe, which is describable in terms of $b \times b$ matrices. The probe must be in the corresponding eigenstate of the sharp $b$-test immediately after the test
is effected. It must be possible to assemble the probe in one of these eigenstates $e_{1}$ together with an arbitrary state of a system of interest, describable by an arbitrary $n \times n$ matrix $\rho$. The joint development of the system-probe complex thereafter must eventuate in a unitary transform in the usual way of the initial state $\rho \otimes e_{1}$. By imposing various "fields" on the systemprobe complex, possibly space and time dependent, it must be possible to engineer an arbitrary unitary transform of the complex. It must be possible then to impulsively query the probe with the sharp $b$-test. Briefly, a Dirac complete set of commuting observables exists for observation of the probe, and any unitary motion of the system-probe complex is possible.

It should be noted that not only the probe but also the system of interest may be engineered to fit in conveniently with these requirements. The assertion is that all $b$-plexes are attainable in some physical domain of states and tests; not that for any physical $n$-dimensional state space one can devise so many $b$-tests as to saturate all $b$-plexes for each $b$.

An example using spin- $\frac{1}{2}$ magnets in which the arbitrary unitary transformations and the other details of the construction are indeed physically achievable, is given in the following paper.
\#51. Proof: Consider a system of interest, the system, which is coupled to an instrument by means of immediate contact with a portion of the instrument called the probe. The remainder of the instrument contains the registers or bins for recording a result, and will be called the register. The state space of system, probe, and register if needed would be taken to be the tensor product of three individual state spaces. How ever, the role of the register will be merely to effect a sharp test ( $E_{1}, \ldots, E_{b}$ ) upon the system-probe complex at some "final" time. Therefore the probabilities associated with the $b$ bins $k=1, \ldots, b$ are

$$
\begin{equation*}
p_{k}=\operatorname{Tr} P^{\prime} E_{k} \tag{1}
\end{equation*}
$$

where $P^{\prime}$ is the system-probe state at the final time. The matrices $P^{\prime}, E_{k}$ thus act on system-probe space, with the register not formalized further: the states and probabilities are relative to the register as observer. ${ }^{8,9}$

The system is originally in state $\rho$, the probe originally in a special state $e_{1}$, a 1 -dimensional projection, hence the original state $P$ of the system-probe complex is the Kronecker product $P=\rho \otimes e_{1}$.

The subsequent measurement consists of a unitary motion $U$ of the system-probe complex, producing state $P^{\prime}=U P U^{\dagger}$ at the final time, at which time the register enters to make its observation or bin-reduction.
$U$ does so much for us that this final observation need only interact with the probe; thus, $E_{k}=I \otimes e_{k}$ in terms of a probe-space sharp test $\left(e_{1}, \ldots, e_{b}\right)$, and a unit matrix called $I$ acting in the $n$-dimensional system space. The notation has anticipated the convenience that the probe's initial state $e_{1}$ be prearranged by a similar earlier measurement of the probe by the register which has noted and set outcome 1. It is also convenient to have
each $e_{k}$ a 1-dimensional projection; thus probe space is $b$-dimensional Hilbert space.

## Hence

$$
\begin{equation*}
p_{k}=\operatorname{Tr} U\left(\rho \otimes e_{1}\right) U^{\dagger}\left(I \otimes e_{k}\right) \tag{2}
\end{equation*}
$$

It remains to compute the $b$-plex system-space matrices $a_{k}$ such that also

$$
\begin{equation*}
p_{k}=\operatorname{Tr} \rho a_{k} \tag{3}
\end{equation*}
$$

by summing over the probe-space indices. In obvious index notation,

$$
\begin{align*}
p_{k} & =u_{a b, c d} \rho_{c e} e_{1 d f} u_{s h, e f}^{*} \delta_{g a} e_{k h b}  \tag{4}\\
& =\rho_{c e} a_{k e c} . \tag{5}
\end{align*}
$$

So that (5) be true for arbitrary states $\rho$, the matrix elements of $a_{k}$ must be

$$
\begin{equation*}
a_{k e c}=u_{a b, c d} e_{1 d f} u_{g h, e f}^{*} \delta_{g a} e_{k h b} \tag{6}
\end{equation*}
$$

The choice of basis $e_{k h b}=\delta_{k h} \delta_{k b}$ leads to

$$
\begin{equation*}
a_{k e c}=\sum_{g} u_{g k, c 1} u_{g k, e 1}^{*} \tag{7}
\end{equation*}
$$

the summation convention being dropped. Index $g$ labels a state-space basis, hence assumes $n$ values. Hence matrix $a_{k}$ is a sum of $n$ matrices, the gth one having general $e, c$ matrix element of form ${ }_{c} x_{e}{ }_{g} x_{c}$ in terms of $n$ vectors ${ }_{g} x$. If the $u_{g k, e l}$ are provisionally regarded as free complex numbers, not entries from a unitary matrix, the various vectors $x$ are arbitrary. But $x_{e}^{*} x_{c}$ $=\left\langle b_{e} \mid x^{*}\right\rangle\left\langle x^{*} \mid b_{c}\right\rangle$ is the ( $e, c$ ) element of a general nonnegative multiple of a 1 -dimensional projection. A general nonnegative Hermitian matrix may always be represented as a sum of $n$ such, inasmuch as it is even a sum of $n$ nonnegative multiples of mutually orthogonal diagonalizing 1 -dimensional projections. Hence aside from the provisionally dropped constraint of unitarity, expression (7) would show matrices $a_{k}$ to be free nonnegative matrices. (9) below shows that unitarity of $U$ requires $a=\left(a_{1}, \ldots, a_{b}\right)$ to be a $b$-plex; the problem is to see that any $b$-plex can be achieved under the constraint of unitarity.

We only wish to show $\left(a_{1}, \ldots, a_{b}\right)$ to be a free $b$-plex, not an entirely free $b$-tuple of nonnegative matrices. Thus,

$$
\begin{equation*}
\sum_{k} a_{k e c}=\delta_{e c} \tag{8}
\end{equation*}
$$

is imposed. (8) is translated by (7) into

$$
\begin{equation*}
\sum_{g k} u_{g k, c l} u_{g k, e t}^{*}=\delta_{e c}=\delta_{e c} \delta_{11} \tag{9}
\end{equation*}
$$

on the $u$ 's. Equation (9) can be expressed as orthonormality of the columns labeled $(1,1), \ldots,(n, 1)$ of matrix $U$. Any $n$ columns of complex numbers which meet (9) can have $n b-n$ further columns of complex numbers adjoined such that all $n b$ columns are orthonormal, by means of the well-known Schmidt process; of course the $U$ so achieved is indeed unitary.

QED
The other columns of $U$ produce $b-1$ other $b$-plexes corresponding to replacing the initial register setting $e_{1}$ by $e_{2}, \ldots, e_{b}$. Thus (9) generalizes to a notion of $b$ associated $b$-plexes, which however is not examined further.

## 8. TESTS AS OBSERVABLES

If an experimental test is formally a convex combination of other tests, its bin outputs are indistinguishable from those of a test concocted by rouletting those other tests, whether it is undersharp or extraneous. Such a test may therefore be felt to be dirty, in providing a confusion of information from the other tests which had better be kept separate. A laboratory assistant who mixes tests with a roulette wheel is of course not recommended. This conceptual rejection of mixity is particularly moot if the other, less mixed tests are empirically unfeasible. But mixity is not even formally available for resolving a test into sharper components if an accepted fit in the matrix format finds the test to be extreme, even if the test is thus also found not to be sharp. An extraneous extreme test represents a maximally resolved observable wherein the grossly separating output bins do not correspond to a sharp resolution of states into mutually orthogonal compartments. We may therefore look upon a sharp test as an unusually fortunate success in seeking classical Aristotelian sorting, not just freedom from mixity. If there are enough physical tests, it pays to use sharp tests for labeling states. But a paucity of tests owing perhaps to emphasis on tests of a certain type could interfere with this.

If states and tests are unknown except as procedures which can be coupled to yield inaccurately known probabilities, the attempt to choose a special form for some of the matrices could distort the statistical analysis which would be tried to fit MF. Extraneous and undersharp tests would here necessarily be on an equal footing, with perhaps no test being known to be clearly one or the other prior to effecting a fit.

## 9. UNDERSHARPNESS THEOREMS

Despite the existence of extraneous tests, it is frequently possible to argue undersharpness.
\#52 Theorem: Fusion preserves undersharpness.
\#53. Proof: This follows straightforwardly from the obvious lemma that fusion of two bins preserves sharpness.

QED
\#54. Theorem: If the sum of the maximum eigenvalues $p_{1}, \ldots, p_{b-1}$ of bin matrices $A_{1}, \ldots, A_{b-1}$ of $b$-plex $A$ does not exceed 1, then $A$ is undersharp.
\#55. Proof: Form the commutative and therefore undersharp $b$-plexes $A^{k}=\left(0, \ldots, p_{k}^{-1} A_{k}, 0, \ldots, I-p_{k}^{-1} A_{k}\right)$ with zero matrices except in places $k$ and $b$, using zero for $p_{k}^{-1} A_{k}$ if $p_{k}=0$. The original $b$-plex $A$ is represented by $A=\sum_{k=1}^{b-1} p_{k} A^{k}+\left(1-\sum_{k=1}^{b-1} p_{k}\right)(0, \ldots, 0, I)$ as a convex combination of undersharp $b$-plexes.

QED
\#56 Corollary: The body of undersharp $b$-plexes of $n \times n$ matrices has the same real dimension, $(b-1) n^{2}$, as the body of all $b$-plexes.
\#57. Concatenation model: The following model for an idealized succession of "measurement stages" produces an undersharp test, it if is analyzed in $b$-plex language:

Output states are defined for each bin at each stage $m$. The idea of an $m$-output $P$ being split into $m+1$ outputs $E P E, F P F$ by orthogonal projections $E, F$ can be made grammatical in terms of $b$-plexes, by considering a sharp $b$-test $A=\left(A_{1}, \ldots, A_{b-1}, A_{b}\right)$ to be replaced at the next stage by a ( $b+1$ )-test, $A^{\prime}=\left(A_{1}, \ldots, A_{b-1}, A_{b}^{\prime}, A_{b+1}^{\prime}\right)$, where only bin $b$ has been split, according to $A_{b}^{\prime}=A_{b} E A_{b}$, $A_{b+1}^{\prime}=A_{b} F A_{b}$. This can be shown to be undersharp by 1elimination. If $A^{\prime}$ is defined for $A$ a specific convex combination of sharp tests as the corresponding convex combination, then although the coefficients of convex combination to be used in the next stage are not generally defined, they may be shown to be defined if $E$ is of rank 1. Hence the model is limited to a succession of such $(E, F)$ bifurcations with rank $E=1$.
\#52 shows that lumping data together cannot engender extraneity. \#54 shows that if there are $b-1$ bins of interest and one last "beam dump" which collects the lion's share of events (as defined), one hasn't got extraneity.

## 10. REPERTORIES

Considerations relating to a fit of ideally simple data to MF are developed in order to illustrate the possibility of a fit. \#66 provides an idealized lower-bound argument for the format size.
\#58. Lemma: For $A, B$ nonnegative Hermitian matrices, $A \cdot B \geqslant 0$. If furthermore $A \cdot B=0$, then $A B=B A=0$.
\#59. Proof: Diagonalize $A$. $A \cdot B \equiv \operatorname{Tr} A B=\sum a_{k} b_{k k}$ is a sum of nonnegative numbers, whence $A \cdot B \geqslant 0$.

If $A \cdot B=0, a_{k}=0$ or $b_{k k}=0$ for each $k$. Renumber the positive $a_{k}$ so that they lie together on the upper left part of the diagonal. $B$ is zero in these places. The "lemma for offdiagonal zeros" shows $B$ to be zero elsewhere, except in the lower right bloc. Therefore, $A B$ $=0$. $B A=0$ merely repeats the conclusion, so as to emphasize that $A$ and $B$ commute.

QED
\#60. Trace characterization of sharpness: A b-plex is sharp if and only if its matrices are mutually traceorthogonal.
\#61. Proof: Let the $b$-plex be $\left(A_{1}, \ldots, A_{b}\right) . A_{i} A_{j}=0$ for $i \neq j$ follows from \#58. Therefore, $A_{i} \Sigma_{j \neq i} A_{j}=0$, hence $A_{i}\left(I-A_{i}\right)=0$. Thus $A_{i}=A_{i}^{2}$ is a projection. $A_{i} A_{j}$ $=0$ for $i \neq j$ shows the projections to be mutually orthogonal.

QED
\#62. Definition: A family of $b$ states $P_{1}, \ldots, P_{b}$ and one $b$-test $\left(A_{1}, \ldots, A_{b}\right)$ such that $P_{i} \cdot A_{j}=\delta_{i j}$ will be called a $b$-repertory. An $n$-repertory will be called a repertory.
\#63. Remark: Since state-test traces are empirically attainable as probabilities, the notion of $b$-repertory is empirical. \#66 therefore exemplifies a manner of gaining an empirical lower bound for $n$.
\#64. Repertory theorem: If $P_{1}, \ldots, P_{n},\left(A_{1}, \ldots, A_{n}\right)$ constitute a repertory, then $P_{i}=A_{i}$. Thus these are mutually orthogonal 1-dimensional projections.
\#65. Proof: If $i \neq j, P_{i} \cdot A_{j}=0$. By \#58, $P_{t} A_{j}=0$ $=A_{j} P_{i}$. Hence $\sum_{k} P_{i} A_{k}=P_{t} A_{i}$. But also $\sum_{k} P_{i} A_{k}=P_{i} I=P_{i}$. Hence $P_{i} A_{i}=P_{i}=A_{i} P_{i}$. Bring $A_{i}$ and $P_{i}$ to simultaneously diagonal form $\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right)$, $\operatorname{diag}\left(\rho_{1}, \ldots, \rho_{n}\right)$. $P_{i} A_{i}=P_{i}$ reads $a_{k} \rho_{k}=\rho_{k}, k=1, \ldots, n$. Therefore either $a_{k}=1$ or $\rho_{k}=0$, each $k$. Therefore $\operatorname{Tr} A_{i} \geqslant \operatorname{rank} P_{i} \geqslant 1$, and also $\operatorname{Tr} A_{i}>1$ unless $a_{k}=1$ for precisely one $k$, in which case $P_{i}=A_{i}$ is a 1 -dimensional projection. But $\sum_{i} \operatorname{Tr} A_{i}=\operatorname{Tr} I=n=\sum_{i} 1$ shows that none of the inequalities may hold.
\#66. Theorem: If there is a $b$-repertory of $n \times n$ matrices, $b \leqslant n$.
\#67. Proof: Suppose there is a case with $n<b$. Enlarge the $P$ matrices to $b \times b$ matrices $P^{\prime}$ by writing extra rows and columns of zeros; enlarge the $A$ matrices to $b \times b$ matrices $A^{\prime}$ by writing extra diagonal ones and offdiagonal zeros in $A_{1}^{\prime}$, extra zeros generally in $A_{2}^{\prime}, \ldots, A_{b}^{\prime}$. The new matrices constitute a repertory of $b \times b$ matrices with $P_{1}^{\prime} \neq A_{1}^{\prime}$ in violation of \#64. QED

## 11. THE PROBLEM OF COMPUTING MATRICES FROM PROBABILITY DATA

The problem posed by MF is not of course solvable in terms of specific matrix elements, owing to unitary and antiunitary conjugation invariance. If enough dot products $P \cdot A$ are given, the dot products of each matrix with the matrices of a sharp $n$-plex will be known, as exemplified in \#64. This will at least fix the solution modulo conjugation.

Since most of MF is given in terms of dot products, it may seem that the invariance is a broader $O\left(n^{2}\right)$ orthogonal invariance in the $n^{2}$-dimensional real Euclidean space of Hermitian matrices. The invariance is however cut down to conjugations by the requirement that the $P, A$ be nonnegative, and by the fact that $I \cdot I$ $=n$ does not specify $I$ adequately. Indeed, the positive cone is not orthogonally invariant for $n \geqslant 3$. The subgroup of $O\left(n^{2}\right)$ which leaves $I$ fixed as a point and which leaves the positive cone fixed as a set is of course precisely the conjugations; this is a restatement of a theorem of Wigner. ${ }^{10,11}$

The direct computation of unknown dot products (prediction of probabilities) from known dot products (data) is conceivable, free of the ambiguity of conjugation, provided that one can usefully state the following condition: The figure delimited by the dot products must be $O\left(n^{2}\right)$-congruent to a subset of the nonnegative cone by a congruence which carries the vector representing $I$ into the positive cone axis. The axis is that subset of the positive cone which remains pointwise fixed under all congruences which leave the positive cone setwise fixed. I have been unable to do this explicitly without resorting to extra dot products with a basis, which restores the aspect of conjugation-variant elements in lack of definition of the basis, modulo conjugation. The formal removal of the matrices of a basis by an existence quantifier is of course not computationally effective.

The use of matrices becomes an advantage if very many dot products appear between fewer matrices, with $n$ small. The conjugation invariance does not get
any worse as more states and tests become included, so long as the "dynamical system" is the same, i. e., so long as $n$ need not be enlarged. It is indeed the calculation of various properties from few simply determined states and observables which convinces us of the soundness of quantum mechanics. This is to say that MF may be good enough.

The following is conjecture on how nevertheless to avoid it.

All dot products between vectors in the computation are required to be nonnegative as a general precaution (\#58) and $I$ is not defined beyond $I \cdot I=n$. This will hopefully make the shape staked out by many vectors roughly congruent with the shape of the positive cone, and will identify $I$ by "self-centering" on the axis of this shape, provided that there exists a unique and much overdetermined solution correctly subjected to MF in size $n$. It is conjectured that sufficient overdetermination gives enough dot products to freeze everything rigidly in the geometry of $O\left(n^{2}\right)$ congruence with only a rule against obtuse angles to replace positivity so as to keep the vectors from fanning out. In other words, if such a very good solution of the unexamined matrix format exists, then the following format will find it:
\#68. Sparse format (SF): List all the state and test "matrices" relevant to the experiment consecutively: $\left(M_{1}, \ldots, M_{s+b_{1}+\ldots+b_{t}}\right)=\left(P_{1}, \ldots, P_{s}, A_{11}, \ldots, A_{1 b_{1}}, \ldots\right.$, $A_{t 1}, \ldots, A_{t t_{t}}$ ), regarding these as symbols, not as matrices, not even as vectors. The symbols $M_{R} \cdot M_{S}$ which occur below are to be regarded as known or unknown numbers $X_{R S}$ with the following restrictions, stated where convenient in terms of the old symbols:

$$
\begin{aligned}
& X_{S R}=X_{R S}, \quad \text { and } \quad X_{R S} \geqslant 0, \quad \text { each } R, S, \\
& \text { rank of matrix }\left(R S \rightarrow X_{R S}\right) \leqslant n^{2}, \\
& P_{i} \cdot A_{j k}=p_{i j k} \text { for measured probabilities, } \\
& \sum_{k} A_{j k} \cdot M_{s} \text { has a value independent of } j \text { called } I \cdot M_{s}, \\
& \sum_{k k^{\prime}} A_{j k^{\prime}} \cdot A_{j^{\prime} k^{\prime}}=n, \text { each } j, j^{\prime},
\end{aligned}
$$

and

$$
I \cdot P_{i}=1
$$

Values of $P_{i} \cdot A_{j k}$ computed from this for unmeasured probabilities constitute the "predictions."
\#69. Disoussion: It is easy to select vectors from the cone of all vectors at angles $\leqslant 45^{\circ}$ from an axis, whose mutual dot products satisfy $X_{R S} \geqslant 0$, but which form a shape not congruent to a subset of the nonnegative cone-when $n \geqslant 3$. I is of course laid off along the axis. This exemplifies a solution of SF "spurious" in not corresponding to a solution of MF. The true nonnegative cone is more complicated. But if some of the data themselves fill in the shape of the true nonnegative cone, then nonobtuseness would hold the rest to the nonnegative shape. Unfortunately, it is hard to prove that any data will freeze in SF , even if the same data freezes, say, by virtue of \#64, in MF.

SF itself may be taken as a generalization of quantum mechanics (can it make sense if $n$ is not an integer
but $n^{2}$ is?) provided that SF may freeze itself, before all the $p_{i j k}$ are given. (Freezing of the unphysical $P \cdot P$ and $A \cdot A$ dot products is unclear even when all $p_{i j k}$ are given.) If freezing to shapes which won' $t$ fit into the nonnegative cone is possible, it is pertinent to ask whether actual data support ordinary quantum mechanics by SF-freezing to shapes which do fit into the nonnegative cone without being told to do so in advance through MF.

Although no formal invariance blocks SF from freezing on definite values $X_{R S}$, both SF and MF might be approached in practice by varying parameters so as to reduce the numerical discrepancies between $P_{i} \cdot A_{j k}$ format expressions and $p_{i j k}$ data. Such a computational approach incorporating deus-ex-machina introduction of numbers to break symmetry deadlocks (e.g., choice of $i$ or $-i$ to first step away from the reals in MF), would proceed to successively improved solutions without any particular difficulty owing to existence of con-jugation-equivalent solutions. In practice, therefore, the conjugation reason for seeking to replace MF by SF could be moot.

Indeed, direct inference from measured probabilities to predicted probabilities is in itself unlikely to reveal much. MF, SF are more likely to be useful with the help of exhaustive data to search for low-n fits, for the purpose of seeking the familiar matrices of simple
quantum-mechanical physics in unfamiliar contexts.
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# A physical system which can be forced to execute an arbitrary unitary transformation, and its use to perform arbitrary tests 

Elihu Lubkin<br>Physics Department, The University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201<br>(Received 31 January 1974)<br>It is shown that a system of $N$ spin-(1/2) magnets can be constructed so freely manipulable that an experimenter can impose any unitary transformation upon its state space, $N$ any positive integer. This is then used with $N \geq b-1+2 \log _{2} n$ to construct arbitrary states over an $n$-dimensional Hilbert space and to perform arbitrary $b$-tests upon these states.

## 1. INTRODUCTION

In a previous paper (MB) on multibin tests, ${ }^{1}$ it was shown that $b$-bin tests of all sorts can be achieved in the ordinary atomic physics of a system associated with an $n$-dimensional Hilbert space, $n$ finite, provided that an experimenter could force a probe-system complex to undergo motion $P \rightarrow U P U^{\dagger}$ with a unitary conjugation which may be selected freely by the experimenter.

It is shown here how this may actually be done for a specific class of systems. The constructibility of general unitary motions is the essence of this, and may be of more general interest than its use in MB. Hence the free-unitary construction is first presented separately, the details of application to MB being done at the end, in Sec. 4.

## 2. ACHIEVABILITY

A physical system is given together with certain basic motions. The states of the system are described by density matrices $P$, and the basic motions by unitary conjugations, $P \rightarrow U P U^{\dagger}$. These will correspond in the usual way to basic Hamiltonians $H: U=\exp (-i H t)$, where time $t$ may be chosen free nonnegative by the experimenter. By varying external fields and other external parameters, the experimenter may also choose various Hamiltonians. By succession of these operations, the semigroup of achievable unitary transformations of all products of basic operations $U$ may be attained by the experimenter. If all elements of the 1 -parameter semigroup $\{\exp (-i H t) \mid t \geqslant 0\}$ are achievable, then $H$ will be said to be achievable, too, even if $H$ is not a basic Hamiltonian. In recognition of the nonempirical character of sufficiently small discrepancies, a limit of achievable motions or of Hamiltonians will also be said to be achievable. The $U$ will be of determinant 1 , the $H$ of trace 0 , without loss of generality.

The sequel is limited to systems with finite-dimensional Hilbert spaces. This immediately turns the closure of our semigroup into a group. This is most conveniently formulated for the ensuing computations in infinitesimal terms, in \#1 and \#3:
\#1. Inversion lemma: If $H$ is achievable, then $-H$ is achievable.
\#2. Proof: It suffices to show that if $U$ is achievable, then $U^{-1}$ is a limit of achievable matrices. The positive powers $U, U^{2}, U^{3}, \cdots$ are all achievable by repetition. Compactness of the set of unitary matrices implies that either $U$ is of finite order $r$, so that $U^{r-1}=U^{-1}$ is directly achievable, or else that there is a point of accumulation and also a Cauchy subsequence $U^{p_{1}}$,
$U^{\phi_{2}}, \cdots$ of increasing powers near it. Hence for any $\epsilon>0$, there are integers $r, s, r>s>0$, with $\| U^{p_{r}}$
 $=\|A\|$. Hence, also $\left\|U^{p_{r}-p_{s}-1}-U^{-1}\right\|<\epsilon$. Since $p_{r}-p_{s}-1$ is a nonnegative integer, $U^{p_{r}-p_{s}-1}$ is achievable. QED
\#3. Theorem: If a set of Hermitean matrices is achievable, then its Lie algebra is also achievable.
\#4. Sketch of proof: To achieve a combination of $H_{1}, \ldots, H_{m}$ with small nonnegative coefficients $p_{1}, \ldots, p_{m}$, effect $H_{1}$ motion for a time proportional to $p_{1}$, then $H_{2}$ motion for a time proportional to $p_{2}$, etc. To first order, the resulting motion, $\exp \left(-i H_{m} p_{m}\right) \ldots$ $\times \exp \left(-i H_{1} p_{1}\right)$ approximates the desired $\exp \left(-i \Sigma p_{k} H_{k}\right)$. In order to avoid the second-order commutators for large $p_{k}, p_{k}$ may be replaced by $p_{k} / \nu$ for large $\nu$, with the whole process "compounded" $\nu$ times.

The inversion lemma immediately extends this to arbitrary real linear combinations.

If $A$ and $B$ are achievable, then a motion generated by the Lie bracket $i(A B-B A)$ for a short time $t^{2}$ is approximated by performing the $A$ motion for time $t$, the $B$ motion for time $t$, the $-A$ motion (approximately if necessary) for time $t$, then the $-B$ motion (approximately) for time $t$; the result is $\exp \left[-i t^{2} i(A B-B A)\right]$ to order $t^{2}$. (The approximations for $-A,-B$ must be good to order $t^{2}$.) Larger times may be attained by compounding.

QED

## 3. THE SPIN SYSTEM

\#5. Notation: The tensor products $I \otimes \cdots \otimes \sigma_{i} \otimes \cdots \otimes$ $I$ with Pauli matrix $\sigma_{i}$ (i.e., either $\sigma_{1}, \sigma_{2}$, or $\sigma_{3}$ ) as the $k$ th factor and $2 \times 2$ unit matrices $I$ as the other $N-1$ tensor factors will be denoted $\sigma_{k i}$. A tensor product of $l$ Pauli matrices and $N-l$ unit matrices will be said to be an elementary matrix of length $l$. A linear combination of such objects of a fixed length $l$ will also be said to be of length $l . \Sigma_{i=1}^{3} \sigma_{k i} \sigma_{m i}=\sigma_{k} \cdot \sigma_{m}$.
\#6. Theorem: The real Lie algebra of Hermitian matrices with bracket operation $[A, B]=i(A B-B A)$ generated by the $\sigma_{k i}$ (all $k$ ) and the $\sigma_{k} \cdot \sigma_{m}($ all $k, m$ ) is the set of all traceless Hermitian $2^{N} \times 2^{N}$ matrices.
\#7. Proof: The elementary matrices of length $\geqslant 1$ are Hermitian, traceless, and mutually trace-orthogonal. There are $4^{N}-1$ such elementary matrices. Hence they constitute a real vector-space basis for the ( $4^{N}-1$ )-real-dimensional space of all traceless Hermitian $2^{N} \times 2^{N}$ matrices.

It therefore suffices to show that the given generators generate all the elementary matrices of length $\geqslant 1$.

Those of length 1 are given, together with special combinations of length 2. The general objects of length 2 can be obtained by computing a few commutators:
$\frac{1}{2}\left[\sigma_{1} \otimes I, \sigma_{1} \otimes \sigma_{1}+\sigma_{2} \otimes \sigma_{2}+\sigma_{3} \otimes \sigma_{3}\right]=\sigma_{2} \otimes \sigma_{3}-\sigma_{3} \otimes \sigma_{2}$. Then $-\frac{1}{2}\left[\sigma_{2} \otimes I, \sigma_{3} \otimes \sigma_{2}-\sigma_{2} \otimes \sigma_{3}\right]=\sigma_{1} \otimes \sigma_{2}$. Finally $\frac{1}{2}\left[I \otimes \sigma_{3}, \sigma_{1} \otimes \sigma_{2}\right]$ $=\sigma_{1} \otimes \sigma_{1}$. Thus all $\sigma_{i} \otimes \sigma_{j}$ are generated. If $N-2$ extra tensor factors $I$ are carried in all ways, all the elementary matrices of length 2 are obtained.
$-\frac{1}{2}\left[\sigma_{i} \otimes \sigma_{2} \otimes I, I \otimes \sigma_{3} \otimes M\right]=\sigma_{i} \otimes \sigma_{1} \otimes M$ shows how to increase the length of $M$ by 2 , essentially arbitrarily. Since all objects of lengths 1 and 2 are already available, this length-increasing operation inductively reaches to the remaining elementary matrices of all lengths $\geqslant 1$.

QED
\#8. The physical spin system: The kinematical situation of \#5 obviously suits a system of $N$ spin- $-\frac{1}{2}$ subsystems, or "spins." Let these have magnetic moments. Construct these so well mutually isolated that a magnetic field can be applied to any single spin in an arbitrary direction, while the other $N-1$ spins are at 0 field. Hence the $\sigma_{k i}$ are achievable (and the $-\sigma_{k i}$ even without using \#1). Furthermore, let the spins be independently movable so that any two spins (the $k$ th and $m$ th) can be juxtaposed so closely as to develop a nonzero Heisenberg interaction Hamiltonian $\lambda \sigma_{k} \cdot \sigma_{m}, \lambda \neq 0$, for any chosen length of time, then again separated: while one pair is so interacting, the $N-2$ other spins do not move. Now the $\sigma_{k} \cdot \sigma_{m}$ (or the $-\sigma_{k} \cdot \sigma_{m}$ if $\lambda<0$ ) are also achievable, whence from \#6 all motions are achievable.

## 4. APPLICATION TO THE CONSTRUCTION OF MULTIBIN TESTS

The $N$ spins will be used to construct both the state space $B_{2}$ (an $n$-dimensional Hilbert space $V_{n}$ ) and the probe space $D$ (a $V_{b}$ ), needed in MB. First a $V_{n^{2}}=B$ is constructed instead of a $V_{n}$ for the luxury of obtaining arbitrary mixed states ${ }^{2}$ without outside rouletting. In order to make the measurement of the probe simply feasible by means of Stern-Gerlach experiments, $b-1$ other spins, enough in principle for a $V_{2^{b-1}}$, will be used to construct $D$. Thus,

$$
2^{N-(b-1)} \geqslant n^{2}
$$

i. e., $N \geqslant b-1+2 \log _{2} n$ spins are needed for the present construction.

Let the whole thing first be set with all $N$ spins down, say, by using a thermal contact with a sufficiently cold reservoir and an overall magnetic field. Call this state Vac $_{N}$. Then contact with the reservoir is broken, and the reservoir is not used any further.

Achievability of arbitrary unitary motions is so convenient that the arbitrary states as well as the arbitrary tests are constructed by using motions. $\mathrm{Vac}_{N}$ is a tensor product of states down for each spin; in particular, $\operatorname{Vac}_{N}=\operatorname{Vac}_{N-b+1} \otimes \operatorname{Vac}_{b-1}$, with $\operatorname{Vac}_{N-b+1} \in A, \operatorname{Vac}_{b-1} \in C$, $A$ and $C$ being the $V_{2^{N-b+1}}$ and the $V_{2^{b-1}}$ corresponding to a partition of the spins into $N-b+1$ spins and $b-1$ spins. Choose an $n^{2}$-dimensional sub-Hilbert space $B$ of
$A$ such that $\operatorname{Vac}_{N-b+1} \in B$, and choose $B_{1}$ and $B_{2}$ so that $B=B_{1} \otimes B_{2}$, where both $B_{1}$ and $B_{2}$ are $V_{n}$ 's. Thus the whole $V_{2^{N}}$ is of form ()$\left.\left.B_{1} \oplus B_{2}\right) \oplus R\right) \oplus C$, where $R$ is the orthogonal complement of $B$ in $A$.

In order to produce an arbitrary pure state $|x\rangle\langle x|$ with $x \in B$ without other effect, perform a unitary motion which rotates $\operatorname{Vac}_{N-b+1}$ into $x$ and leaves $\mathrm{Vac}_{b-1}$ unchanged. Landau-tracing $|x\rangle\langle x|$ over $B_{1}$ produces an arbitrary mixed state ${ }^{2} \rho$ over $B_{2}$ appropriate for computing probabilities against the subsequent test, since the test will not involve $B_{1}$. [Indeed, to get general $\rho$ $=\Sigma_{i=1}^{n} w_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|, w_{i} \geqslant 0, \Sigma w_{i}=1, x_{i} \in B_{2},\left\langle x_{i} \mid x_{j}\right\rangle=\delta_{i j}$, arrange to produce the $B$ state $\Sigma_{i=1}^{n} w_{i}^{1 / 2} b_{i} \otimes x_{i}$, where ( $b_{1}, \ldots, b_{n}$ ) is any convenient orthonormal basis of $B_{1}$.]
$C$ is a $V_{2^{b-1}}$, a system of $b-1$ spin- $\frac{1}{2}$ 's. $\operatorname{Vac}_{b-1} \in C$ has all these down, hence has total angular momentum $j$ $=\frac{1}{2}(b-1)$ and " $z$ " component $j_{z}=-j$. The ( $b=2 j+1$ )dimensional subspace corresponding to this $j$ for more general $j_{z}$ will be the probe space, $D$. Thus, $C=D \oplus R^{\prime}$, with $R^{\prime}$ another residual space.

The general unitary motion of system and probe together required in MB will now be imposed upon the space $B_{2} \otimes D$, with no motion in $B_{1}, R$, or $R^{\prime}$.

The final measurement of the probe required in MB will seek its $j_{z}$ value. Since this value is the sum of separate $\frac{1}{2} \sigma_{3}$ values of the $b-1$ spins which constitute the $C$ system, it can be measured by performing separate spin- $\frac{1}{2}$ Stern-Gerlach experiments: The construction has the spins so foreign to each other for other purposes as to make a simpler, direct measurement of the $j_{\varepsilon}$ of system $C$ or $D$ possibly awkward.

The arguments given, including the processe; of generation of Lie algebra elements, are all constructive, so that experimental procedure for demonstrating arbitrary tests, including the extraneous tests of MB, has been given. The fact that such general tests can in principle be effected is, however, of more interest than a laboratory demonstration, hence no care has been taken to seek easy laboratory procedures. The moral is already made in MB, that a rule in any way restricting $b$-tests of $n \times n$ matrices to any set more limited than $b$-tuples of nonnegative Hermitian matrices which sum to the unit matrix, could not be tolerated in conventional quantum mechanics. This provides guidance in extracting rules of quantum epistemology from atomic physics, for possible application elsewhere.

[^0]
# Eigenvalue problem for Lagrangian systems. VII* 

E. M. Barston<br>Department of Mathematics, University of Illinois at Chicago Circle, Chicago, Illinois 60680<br>(Received 9 November 1973)<br>Minimax principles for a subset of the real eigenvalues of the quadratic eigenvalue problem $\left(\omega^{2} A+\omega\right.$ $B+C) \xi=0$ are presented, where $A, B$, and $C$ are formally self-adjoint operators mapping a dense subspace $\Delta$ of a complex Hilbert space $E$ into $E$, and $A>0$. These results are applied to the problems of the small oscillations about equilibrium of a vertically stratified, viscous, heterogeneous incompressible fluid in a gravitational field and the oscillations of a rotating thin annular disk, and it is shown that the minimax principles characterize infinitely many eigenvalues of these systems.

## I. INTRODUCTION

The linear analysis of the oscillations and/or stability of many conservative dynamical systems about states of steady motion (gyroscopic Lagrangian systems) and certain nonconservative dynamical systems about states of equilibrium leads to the quadratic eigenvalue problem

$$
\left(\omega^{2} A+\omega B+C\right) \xi=0
$$

where $A, B$ and $C$ are formally self-adjoint linear operators mapping a dense subspace $\Delta$ of a complex Hilbert space $E$ into $E$, the eigenvalue $\omega$ is a real or complex number, and $\xi$ (an eigenvector corresponding to the eigenvalue $\omega$ ) is a nonzero element of $\Delta .{ }^{1-11} \mathrm{~A}$ fairly large body of literature dealing with various aspects of this problem and certain generalizations has recently developed, with the major part devoted to the establishment of the completeness properties of the eigenvectors and generalized eigenvectors in certain special cases. An extensive list of references can be found in Ref. 12. Relatively little attention has been paid to the important question of stability. ${ }^{2-5,8-11,13,14}$

Several authors ${ }^{15-20}$ have considered the subclass of "overdamped" systems, i. e., those systems where $A$, $B$, and $C$ satisfy the additional restriction (called the overdamping condition) $(\eta, B \eta)^{2}-4(\eta, A \eta)(\eta, C \eta)>0$ for all nonzero $\eta \in \Delta$. In particular, Duffin ${ }^{15}$ obtained minimax principles for the eigenvalues of finite-dimensional overdamped systems, and Turner ${ }^{18}$ has obtained corresponding results for a special class of infinite-dimensional overdamped systems.

In this paper, with suitable restrictions placed on the operators $A, B$, and $C$ so as to insure the existence of a point spectrum, we obtain minimax principles for a subset of the real eigenvalues of nonoverdamped systems. Our results generalize previous results for overdamped systems and contain them as a special case. An extension of this type is highly desirable in view of the fact that the vast majority of problems arising from the analysis of physical systems do not satisfy the overdamping condition. A different set of minimax principles for finite-dimensional nonoverdamped systems has been given by the author in Ref. 21.

Two applications of these results are discussed in Sec. IV, after the development of the minimax principles in Secs. II and III. The first application concerns the well-known problem of small oscillations about equilibrium of a vertically stratified, viscous, heterogeneous incompressible fluid in a gravitational field. The second concerns the oscillations of a rotating thin annular disk. We show, in particular, that infinitely
many of the eigenvalues of these systems are given by the minimax principles developed herein.

## II. THE MINIMAX PRINCIPLE

We adopt the following hypothesis, denoted as (H1), throughout this paper: Let $E$ be a complex Hilbert space, $\Delta$ an infinite-dimensional subspace of $E$, and let $A, B$, and $C$ be linear formally self-adjoint operators from $\Delta$ into $E$ [an operator $F$ is formally self-adjoint on $\Delta$ provided that for all $\eta, \zeta \in \Delta,(\eta, F \zeta)=(F \eta, \zeta)]$. Further restrictions on $A, B$, and $C$ will be imposed as we proceed.

We define $C_{\omega} \equiv \omega^{2} A+\omega B+C,-\infty<\omega<\infty$. For each real $\omega, C_{\omega}$ maps $\Delta$ into $E$ and is formally self-adjoint on $\Delta$. Let $S_{k}$ denote the set of all $k$-dimensional subspaces of $\Delta, k=1,2,3, \cdots$. For each positive integer $k$ and every real $\omega$, we define the extended real-valued function

$$
\begin{equation*}
\Lambda_{k}(\omega) \equiv \sup _{v \in S_{k}} \inf _{\varepsilon \in V} \frac{\left(\xi, C_{\omega} \xi\right)}{(\xi, \xi)} \tag{1}
\end{equation*}
$$

(it is to be understood that the infemum is over all nonzero $\xi \in V$ ). Clearly, $\Lambda_{k}(\omega) \geqslant \Lambda_{k+1}(\omega), k=1,2,3, \cdots$. If $A, B$, and $C$ are bounded above on $\Delta$ by $a, b_{+}$, and $c$, respectively $\left[(\xi, A \xi) \leqslant a\|\xi\|^{2}\right.$ for all $\xi \in \Delta$, etc., where $a, b_{+}$and $c$ are finite], then for $0 \leqslant \omega<\infty \Lambda_{k}(\omega)$ is finite and is bounded above by $\omega^{2} a+\omega b_{+}+c$, while if $A$ and $C$ are bounded above and $B$ is bounded below by $b$. on $\Delta$ $\left[(\xi, B \xi) \geqslant b_{-}\|\xi\|^{2}\right.$ for some finite $b_{-}$and all $\left.\xi \in \Delta\right]$, then, for $-\infty<\omega \leqslant 0, \Lambda_{k}(\omega)$ is finite and is bounded above by $\omega^{2} a+\omega b_{-}+c$. Let $\Phi \equiv\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{k}\right\}$ denote any set of $k$ orthonormal vectors from $\Delta$. Then $V \equiv \operatorname{span} \Phi \in S_{k}$, and $\inf _{\xi \in V}\left[\left(\xi, C_{\omega} \xi\right) /(\xi, \xi)\right]$ equals the least eigenvalue $\lambda_{k}^{\Phi}(\omega)$ of the $k \times k$ Hermitian matrix whose $i j$ th element is $\left(\phi_{i}, C_{\omega} \phi_{j}\right), i, j=1, \cdots, k$. Hence

$$
\begin{equation*}
\lambda_{k}^{\Phi}(\omega) \leqslant \Lambda_{k}(\omega) \tag{2}
\end{equation*}
$$

for all positive integers $k$ and all real $\omega$. In particular, if $C$ is bounded above by $c$ and $A$ and $B$ are bounded on $\Delta$, then $\Lambda_{k}(\omega)$ is finite for all real $\omega$ and we have

$$
\begin{equation*}
\lambda_{k}^{\Phi}(\omega) \leqslant \Lambda_{k}(\omega) \leqslant \omega^{2}\|A\|+|\omega|\|B\|+c \tag{3}
\end{equation*}
$$

Furthermore, $\Lambda_{k}(\omega)$ is continuous, as we now show.
Lemma 1: Let $C$ be bounded above and $A$ and $B$ be bounded on $\Delta$. Then for each fixed positive integer $k$, $\Lambda_{k}(\omega)$ is continuous in $\omega,-\infty<\omega<\infty$.

Proof: Let $\omega$ and $\delta$ be real.

$$
\Lambda_{k}(\omega \pm \delta)=\sup _{V \in \mathcal{S}_{k}} \inf _{\varepsilon \in V} \frac{\left(\xi, C_{\omega \pm 0} \xi\right)}{(\xi, \xi)}
$$

$$
\begin{aligned}
= & \sup _{V \in \mathcal{S}_{k}} \inf _{\xi \in V}\left(\frac{\left(\xi, C_{\omega} \xi\right)}{(\xi, \xi)}+\left(\delta^{2} \pm 2 \omega \delta\right) \frac{(\xi, A \xi)}{(\xi, \xi)}\right. \\
& \left. \pm \delta \frac{(\xi, B \xi)}{(\xi, \xi)}\right) \\
& \leqslant \sup _{V \in \mathcal{S}_{k}} \inf _{s \in V}\left(\frac{\left(\xi, C_{\omega} \xi\right)}{(\xi, \xi)}+\left(\delta^{2}+2|\omega||\delta|\right)\|A\|\right. \\
& +|\delta|\|B\|)
\end{aligned}
$$

so that

$$
\begin{equation*}
\Lambda_{k}(\omega \pm \delta) \leqslant \Lambda_{k}(\omega)+|\delta|[(2|\omega|+|\delta|)\|A\|+\|B\|] . \tag{4}
\end{equation*}
$$

Replace $\omega$ by $\omega \neq \delta$ in Eq. (4) to obtain

$$
\begin{equation*}
\Lambda_{k}(\omega) \leqslant \Lambda_{k}(\omega \mp \delta)+|\delta|[(2|\omega|+3|\delta|)\|A\|+\|B\|] . \tag{5}
\end{equation*}
$$

Equations (4) and (5) imply

$$
\left|\Lambda_{k}(\omega+\delta)-\Lambda_{k}(\omega)\right| \leqslant|\delta|[(2|\omega|+3|\delta|) \mid A A\|+\| B \|],
$$

which proves the continuity of $\Lambda_{k}(\omega)$.
We use this result together with some additional assumptions on $A, B$, and $C$ to establish the existence of zeros of $\Lambda_{k}(\omega)$.

Theorem 1: Let $C$ be bounded above and $A$ and $B$ be bounded on $\Delta$. Suppose that for some real $\Omega$ there exists a subspace $\Delta_{+}$of $\Delta$ with $M \equiv \operatorname{dim} \Delta_{+}<\infty$ such that $\sup _{\varepsilon \in \Delta_{-}}\left[\left(\xi, C_{\Omega} \xi\right) /(\xi, \xi)\right]<0$, where $\Delta_{-} \equiv \Delta_{+}^{\perp} \cap \Delta$. Suppose further that $A>0$ on some subspace $\Sigma$ of $\Delta$ with $N \equiv \operatorname{dim} \Sigma>M$. Then for each positive integer $k$ satisfying $M+1 \leqslant k \leqslant N$, there exists $\omega_{k}^{+} \in(\Omega, \infty)$ and $\omega_{k}^{-} \in(-\infty, \Omega)$ such that $\omega_{k+1}^{*} \geqslant \omega_{k}^{*}, \omega_{k+1}^{*} \leqslant \omega_{k}^{-}$, and $\Lambda_{k}\left(\omega_{k}^{*}\right)=0$.

Proof. Let $\Phi=\left\{\phi_{j}\right\}_{1}^{N}$ be an orthonormal set of elements from $\Sigma$. Let $\Sigma_{k}$ denote the span of $\left\{\phi_{1}, \cdots, \phi_{k}\right\}$. Then $A>0$ on $\Sigma$ implies that $\inf _{\varepsilon \in \varepsilon_{k}}[(\xi, A \xi) /(\xi, \xi)]>0$, $1 \leqslant k \leqslant N$.

Since

$$
\begin{aligned}
\lambda_{k}^{\phi}(\omega) & \equiv \inf _{k \in \Sigma_{k}} \frac{\left(\xi, C_{\omega} \xi\right)}{(\xi, \xi)}=\inf _{\varepsilon \in \Sigma_{k}}\left(\omega^{2} \frac{(\xi, A \xi)}{(\xi, \xi)}+\omega \frac{(\xi, B \xi)}{(\xi, \xi)}+\frac{(\xi, C \xi)}{(\xi, \xi)}\right) \\
& \geqslant \omega^{2} \inf _{\varepsilon \in \Sigma_{k}} \frac{(\xi, A \xi)}{(\xi, \xi)}-|\omega|\|B\|+\inf _{\varepsilon \in \Sigma_{k}} \frac{(\xi, C \xi)}{(\xi, \xi)},
\end{aligned}
$$

it follows that $\lambda_{k}^{\phi}(\omega) \rightarrow \infty$ as $|\omega| \rightarrow \infty$ for $1 \leqslant k \leqslant N$, and so Eq. (2) implies that $\Lambda_{k}(\omega) \rightarrow \infty$ as $|\omega| \rightarrow \infty$ for $1 \leqslant k \leqslant N$. Let $k \geqslant M+1$ and $V \in S_{k}$. Then there exists a nonzero $\eta \in V \cap \Delta_{-}$, so that

$$
\inf _{\xi \in V} \frac{\left(\xi, C_{\Omega} \xi\right)}{(\xi, \xi)} \leqslant \frac{\left(\eta, C_{\Omega} \eta\right)}{(\eta, \eta)} \leqslant \sup _{\xi \in S_{-}} \frac{\left(\xi, C_{\Omega} \xi\right)}{(\xi, \xi)} .
$$

Thus for $k \geqslant M+1, \Lambda_{k}(\Omega) \leqslant \sup _{z \in \Delta}\left[\left(\xi, C_{\Omega} \xi\right) /(\xi, \xi)\right]<0$. The existence of zeros $\omega_{k}^{ \pm}$of $\Lambda_{k}$ in $(-\infty, \Omega)$ and ( $\Omega, \infty$ ) now follows from the continuity of $\Lambda_{k}(\omega)$ (Lemma 1) and the fact that $\Lambda_{k}(\omega) \rightarrow \infty$ as $|\omega| \rightarrow \infty$ for $1 \leqslant k \leqslant N$. Since $\Lambda_{k}(\omega) \geqslant \Lambda_{k+1}(\omega)$ for all real $\omega$ and all positive integers $k$, it follows that $\Lambda_{k+1}\left(\omega_{k}^{ \pm}\right) \leqslant 0$ and therefore that $\Lambda_{k+1}(\omega)$ has a zero in $\left(-\infty, \omega_{k}^{-}\right]$and in $\left[\omega_{k}^{+}, \infty\right), M+1 \leqslant k \leqslant N-1$. Hence we may always select the $\omega_{k}^{*}$ so that $\omega_{k+1}^{+} \geqslant \omega_{k}^{+}$and $\omega_{k+1}^{*} \leqslant \omega_{k}^{*}$.

We proceed to obtain a minimax principle for certain of the zeros established in Theorem 1; however, we shall adopt a somewhat modified hypothesis:
(H2) For some real $\Omega$, there exists a subspace $\Delta_{+}$of $\Delta$ with $M \equiv \operatorname{dim} \Delta_{+}<\infty$ such that $\sup _{\ell \in \Delta}\left[\left(\xi, C_{\Omega} \xi\right) /(\xi, \xi)\right] \leqslant 0$, where $\Delta_{-} \equiv \Delta_{+}^{\ddagger} \cap \Delta$.
(H3) $A>0$ on $\Delta$. Let $D \equiv\{\xi \mid \xi \in \Delta, d(\xi) \geqslant 0\}$, where

$$
\begin{aligned}
d(\xi) \equiv & (\xi, B \xi)^{2}-4(\xi, A \xi)(\xi, C \xi)=\left(\xi, B_{\Omega} \xi\right)^{2} \\
& -4(\xi, A \xi)\left(\xi, C_{\Omega} \xi\right)
\end{aligned}
$$

where $B_{\Omega} \equiv 2 \Omega A+B$. Clearly $\Delta_{-} \subset D$. For all nonzero $\xi \in D$, we define

$$
\begin{equation*}
Q_{ \pm}(\xi) \equiv \frac{-(\xi, B \xi) \pm[d(\xi)]^{1 / 2}}{2(\xi, A \xi)} \tag{6}
\end{equation*}
$$

(H4) $\Gamma_{+} \equiv \inf _{\xi \in D} Q_{+}(\xi)>-\infty, \Gamma_{-} \equiv \sup _{\xi \in D} Q_{-}(\xi)<\infty$. Let $k \geqslant M+1$. Then for any $V \in S_{k}, V \cap \Delta_{-}$contains a nonzero element so that $V \cap D$ is nontrivial. Hence the real numbers

$$
\begin{equation*}
\Omega_{k}^{+} \equiv \inf _{V \in s_{k}} \sup _{s \in V \cap D} Q_{+}(\xi), \quad k \geqslant M+1 \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{k}^{-} \equiv \sup _{V \in \mathrm{~S}_{k}} \inf _{z \in V \cap D} Q_{-}(\xi), \quad k \geqslant M+1, \tag{8}
\end{equation*}
$$

are well-defined and we have

$$
\begin{align*}
& \Gamma_{+} \leqslant \Omega_{M+1}^{+} \leqslant \Omega_{M+2}^{+} \leqslant \cdots \leqslant \Omega_{k}^{+} \leqslant \Omega_{k+1}^{+} \leqslant \cdots,  \tag{9}\\
& \Gamma_{-} \geqslant \Omega_{M+1}^{-} \geqslant \Omega_{M+2}^{-} \geqslant \cdots \geqslant \Omega_{k}^{-} \geqslant \Omega_{k+1}^{-} \geqslant \cdots . \tag{10}
\end{align*}
$$

With the aid of the following lemma, we obtain sufficient conditions that $\Lambda_{k}\left(\Omega_{k}^{*}\right)=0$.

Lemma 2. Let (H1) and (H3) hold, let $\lambda$ be a real number, $\epsilon>0,2 \omega A+B$ be uniformly bounded above on $\Delta$ by $\gamma$ for all $\omega \in(\lambda, \lambda+\epsilon)$, and let $V$ be a subspace of $\Delta$ such that for every nonzero $\xi \in V \cap D, Q_{t}(\xi)<\lambda+\epsilon$. Then for all nonzero $\xi \in V,\left(\xi, C_{\lambda} \xi\right) /(\xi, \xi) \geqslant-\epsilon|\gamma|$.

Proof: Let $\xi \in V, \xi \neq 0$. If $\xi \notin D$, then $\left(\xi, C_{\omega} \xi\right) /(\xi, \xi)>0$ for all real $\omega$. Suppose $\xi \in D$. If $Q_{.}(\xi) \leqslant \lambda$ or $Q_{.}(\xi) \geqslant \lambda$, then $\left(\xi, C_{\lambda} \xi\right) /(\xi, \xi) \geqslant 0$. If $Q_{-}(\xi)<\lambda<Q_{+}(\xi)$, then by the mean-value theorem

$$
f_{t}\left[Q_{+}(\xi)\right]-f_{\xi}(\lambda)=f_{\xi}^{\prime}(x)\left[Q_{+}(\xi)-\lambda\right]
$$

for some $x_{\in}\left(\lambda, Q_{+}(\xi)\right)$, where $f_{\xi}(\omega) \equiv\left(\xi, C_{\omega} \xi\right) /(\xi, \xi)$, $-\infty<\omega<\infty$. Now $f_{\xi}\left[Q_{+}(\xi)\right]=0, \quad 0<Q_{+}(\xi)-\lambda<\epsilon$, and $f_{\xi}^{\prime}(x)$ $=(\xi,[2 x A+B] \xi) /(\xi, \xi) \leqslant|\gamma|$. Therefore, $-f_{\xi}(\lambda) \leqslant|\gamma| \epsilon$, i. e., $\left(\xi, C_{\lambda} \xi\right) /(\xi, \xi) \geqslant-\epsilon|\gamma|$. Hence, in any case, $\left(\xi, C_{\lambda} \xi\right) /(\xi, \xi) \geqslant-\epsilon|\gamma|$.

Let $J_{+}$denote the set of all positive integers $n$ for which there exists an $\epsilon(n)>0$ such that $2 \omega A+B$ is uniformly bounded above on $\Delta$ for all $\omega \in\left(\Omega_{n}^{+}, \Omega_{n}^{+}+\epsilon\right)$. Similarly, we define $J_{\text {. to }}$ to the set of all $n$ for which an $\epsilon(n)>0$ exists such that $2 \omega A+B$ is uniformly bounded below on $\Delta$ for all $\omega \in\left(\Omega_{n}^{-}-\epsilon, \Omega_{n}^{-}\right)$.

Theorem 2: Let (H1)-(H4) hold. Then if $\Omega_{i}^{+} \geqslant \Gamma_{\text {. for }}$ some $l \geqslant M+1, \Lambda_{k}\left(\Omega_{k}^{+}\right)=0$ for all $k \geqslant l, k \in J_{+}$.

Proof: Since $\Gamma_{.} \leqslant \Omega_{i}^{+} \leqslant \Omega_{k}^{+}$for $k \geqslant l$, it suffices to show that $\Omega_{k}^{+} \geqslant \Gamma_{-}, k_{\in} \in J_{+}$, implies $\Lambda_{k}\left(\Omega_{k}^{+}\right)=0$. Suppose $\Omega_{k}^{+} \geqslant \Gamma_{-}$,
and let $V \in S_{k}$. Then

$$
\Omega_{k}^{+} \leqslant \sup _{\in V \cap D} Q_{+}(\xi)=\sup _{\varepsilon \in V \cap_{0}} Q_{t}(\xi),
$$

where $D_{0} \equiv\{\xi \mid \xi \in D,\|\xi\|=1\}$. Since $\operatorname{dim} V<\infty, V \cap D_{0}$ is compact and $Q_{+}(\xi)$ is continuous on $V \cap D_{0}$ and thus assumes its supremum there. Hence there exists a nonzero $\xi \in V \cap D$ such that $Q_{+}(\xi) \geqslant \Omega_{k}^{+} \geqslant \Gamma_{-} \geqslant Q_{-}(\xi)$, which implies that $\left(\xi, C_{o_{\hbar}} \xi\right) /(\xi, \xi) \leqslant 0$; therefore,
$\inf _{s \in \mathrm{~V}}\left[\left(\xi, C_{\Omega_{k}} \xi\right) /(\xi, \xi)\right] \leqslant 0$. This last result holds for arbitrary $V \stackrel{k}{\in} S_{k}$, and we conclude from Eq. (1) that $\Lambda_{k}\left(\Omega_{k}^{+}\right) \leqslant 0$. Let $k_{\in} J_{+}$and $\Omega_{k}^{-} \geqslant \Gamma_{.}$. Then there exists $\epsilon_{0}>0$ and $\gamma_{0}$ such that $2 \omega A+B$ is bounded above on $\Delta$ by $\gamma_{0}$ for all $\omega \in\left(\Omega_{k}^{*}, \Omega_{k}^{*}+\epsilon_{0}\right)$. Given any positive $\epsilon<\epsilon_{0}$, there exists $V_{\epsilon} \in S_{k}$ such that $\Omega_{k}^{+} \leqslant \sup _{t \in V_{\epsilon} \cap D} Q_{+}(\xi)<\Omega_{k}^{+}+\epsilon$. Hence for all nonzero $\xi \in V_{\epsilon} \cap D, Q_{+}(\xi)<\Omega_{k}^{+}+\epsilon$, and Lemma 2 implies $\left(\xi, C_{\Omega_{k}^{\prime}} \xi\right) /(\xi, \xi) \geqslant-\epsilon\left|\gamma_{0}\right|$ for all nonzero $\xi \in V_{\epsilon}$. Therefore, $\inf _{t \in V_{\epsilon}}\left[\left(\xi, C_{\Omega_{k}^{*}} \xi\right) /(\xi, \xi)\right] \geqslant-\epsilon\left|\gamma_{0}\right|$ so that $0 \geqslant \Lambda_{k}\left(\Omega_{k}^{+}\right)=\sup _{V \in S_{b}} \inf _{t \in V}^{\epsilon}\left[\left(\xi, C_{\Omega k} \xi\right) /\right.$ $(\xi, \xi)] \geqslant-\epsilon\left|\gamma_{0}\right|$. Since this holds for all sufficiently small $\epsilon>0, \Lambda_{k}\left(\Omega_{k}^{+}\right)=0$.

Theorem 3: Let (H1)-(H4) hold. Then if $\Omega_{i}^{-} \leqslant \Gamma_{+}$for some $l \geqslant M+1, \Lambda_{k}\left(\Omega_{k}^{-}\right)=0$ for all $k \geqslant l, k \in J_{-}$.

Proof: Let $\tilde{B} \equiv-B$. The proof consists of replacing $B$ by $\widetilde{B}$ and using Theorem 2 . Consider the triple of operators $(A, \tilde{B}, C)$ in place of ( $A, B, C$ ). Obviously $(A, \tilde{B}, C)$ satisfies ( H 1 ) and (H3) since (A, $B, C$ ) does. For the triple ( $\mathrm{A}, \widetilde{B}, C$ ) $C_{\omega}$ is replaced by $\widetilde{C}_{\omega} \equiv \omega^{2} A+\omega \widetilde{B}+C$ $=C_{-\omega}$. Since (H2) holds for ( $A, B, C$ ), it holds for $(A, B, C)$ with the same $\Delta_{+}$and $\Delta_{-}$, but with $-\Omega$ replacing $\Omega$. Corresponding to $\Lambda_{k}(\omega), d(\xi), D, Q_{t}(\xi), \Gamma_{t}$, and $\Omega_{k}^{ \pm}$, we have:

$$
\begin{aligned}
& \tilde{\Lambda}_{k}(\omega) \equiv \sup _{v \in S_{k}} \inf _{k \in V} \frac{\left(\xi, \tilde{C}_{\omega} \xi\right)}{(\xi, \xi)}=\Lambda_{k}(-\omega), \\
& \tilde{d}(\xi) \equiv(\xi, \tilde{B} \xi)^{2}-4(\xi, A \xi)(\xi, C \xi)=d(\xi), \\
& \tilde{D}=\{\xi \mid \xi \in \Delta, \tilde{d}(\xi) \geqslant 0\}=D, \\
& \tilde{Q}_{ \pm}(\xi) \equiv \frac{-(\xi, \tilde{B} \xi) \pm[\tilde{d}(\xi)]^{1 / 2}}{2(\xi, A \xi)}=-Q_{F}(\xi), \\
& \tilde{\Gamma}_{+} \equiv \inf _{\delta=\mathcal{D}^{2}} \tilde{Q}_{+}(\xi)=\inf _{\ell \in \mathcal{D}}\left[-Q_{-}(\xi)\right]=-\Gamma_{-}>-\infty \text {, } \\
& \tilde{\Gamma}_{-} \equiv \sup _{\varepsilon \in \tilde{D}} \widetilde{Q}_{-}(\xi)=\sup _{\xi \in D}\left[-Q_{+}(\xi)\right]=-\Gamma_{+}<\infty, \\
& \tilde{\Omega}_{k}^{+} \equiv \inf _{v \in S_{k}} \sup _{s \in V \cap \tilde{D}} \tilde{Q}_{+}(\xi)=-\sup _{V \in S_{k}} \inf _{\xi \in \cup \cap D} Q(\xi)=-\Omega_{k}^{-}, \\
& \tilde{\Omega}_{k}^{-} \equiv \sup _{V \in S_{k}} \inf _{\varepsilon \in V \tilde{D}} \tilde{Q}_{-}(\xi)=-\inf _{V \in s_{k}} \sup _{V \cap_{D}} Q_{+}(\xi)=-\Omega_{k}^{+} .
\end{aligned}
$$

Finally, we observe that $2 \omega A+B$ is uniformly bounded below on $\Delta$ for $\omega \in\left(\Omega_{k}^{-}-\epsilon, \Omega_{k}^{-}\right)$if and only if $2 \omega A+\widetilde{B}$ is uniformly bounded above on $\Delta$ for $\omega_{\Xi}\left(\widetilde{\Omega}_{k}^{+}, \tilde{\Omega}_{k}^{+}+\epsilon\right)$, so that $\tilde{J}_{+}=J_{.}$. Now $\Omega_{t}^{-} \leqslant \Gamma_{\text {, implies }} \tilde{\Omega}_{l}^{+} \geqslant \Gamma_{-}$, and Theorem 2 gives $\tilde{\Lambda}_{k}\left(\tilde{\Omega}_{k}^{+}\right)=0$ for all $k \geqslant l, k \in \widetilde{J}_{+}$. Since $\tilde{\Lambda}_{k}\left(\tilde{\Omega}_{k}^{+}\right)$ $=\Lambda_{k}\left(-\widetilde{\Omega}_{k}^{+}\right)=\Lambda_{k}\left(\Omega_{k}^{-}\right)$, the theorem is proved.

## III. SUFFICIENT CONDITIONS FOR THE EXISTENCE OF EIGENVALUES

The minimax principles for certain of the zeros of the functions $\Lambda_{k}(\omega)$ being established, we next consider
the problem of whether a zero $\Omega$ of $\Lambda_{k}(\omega)$ is indeed an eigenvalue of the system $C_{\omega} \xi=0$, i. é., whether $C_{\Omega}$ has a nontrivial nullspace. Two sufficient conditions for an affirmative answer are given in this section. The first (Theorem 4) requires that at the given zero $\Omega$ the operator $C_{\Omega}$ is decomposable into $K-P$, where $K$ and $P$ are Hermitian, $K$ is compact, and $\inf _{E}[(\xi, P \xi) /(\xi, \xi)]>0$. The second (Theorem 5) requires that $C_{\Omega}=T-L$, where $T$ is Hermitian and $L$ admits a positive, compact, Hermitian inverse. The latter result is particularly useful in applications to physical systems.

Theorem 4: Let $A, B$, and $C$ be bounded linear Hermitian operators from $E$ into $E$, and let $\Lambda_{k}(\Omega)=0$ (with $\Delta=E$ ) for some real $\Omega$ and all $k \in U$, where $U$ is some subset of the positive integers. Suppose further that $C_{\Omega}=K-P$ where $P$ is a positive Hermitian operator and $K$ is a compact Hermitian operator, with $\inf _{E}[(\xi, P \xi) /(\xi, \xi)]>0$. Then $U$ is a finite set, and for each $k_{\in} U$ there exists a nonzero $\xi_{k} \in E$ such that $C_{\Omega} \xi_{k}$ $=0$, where $\left(\xi_{k}, \xi_{l}\right)=0$ if $k \neq l, k, l \in U$.

Proof: Let $k \in U$. Then

$$
\begin{aligned}
0=\Lambda_{k}(\Omega) & =\sup _{V \in \mathcal{S}_{k}} \inf _{\xi \in V} \frac{\left(\xi, C_{\Omega} \xi\right)}{(\xi, \xi)} \\
& =\sup _{V \in \mathcal{S}_{k}} \inf _{: \in V} \frac{(\xi,[K-P] \xi)}{(\xi, \xi)} \\
& =\sup _{V \in \mathcal{S}_{k}} \inf _{\xi \in V} \frac{(\xi, P \xi)}{(\xi, \xi)}\left(\frac{(\xi, K \xi)}{(\xi, P \xi)}-1\right),
\end{aligned}
$$

which implies

$$
\begin{equation*}
\sup _{V \in S_{k}} \inf _{z \in V} \frac{(\xi, K \xi)}{(\xi, P \xi)}=1, \quad k \in U \tag{11}
\end{equation*}
$$

Now $P$ admits the positive bounded Hermitian square root $P^{1 / 2}$ with the positive bounded Hermitian inverse $P^{-1 / 2}$. We set $\zeta=P^{1 / 2} \xi$ and obtain from Eq. (11)

$$
\begin{equation*}
\sup _{v \in S_{k}} \inf _{\zeta \in V} \frac{(\zeta, \tilde{K} \zeta)}{(\zeta, \zeta)}=1, k \in U \tag{12}
\end{equation*}
$$

where $\widetilde{K} \equiv P^{-1 / 2} K P^{-1 / 2}$ is compact and Hermitian. Clearly (12) implies that $\|\tilde{K}\|>0$. It follows from wellknown theorems on compact Hermitian operators that $\tilde{K}$ admits of a nonempty set of real nonzero eigenvalues $\left\{\mu_{i}^{+}\right\} \cup\left\{\mu_{j}^{-}\right\}$with corresponding orthonormal eigenvectors $\left\{\phi_{i}^{+}\right\} \cup\left\{\phi_{j}^{-}\right\}$possessing the following properties ${ }^{22}$ :

$$
\mu_{1}^{+} \geqslant \mu_{2}^{+} \geqslant \cdots>0 ; \mu_{1}^{-} \leqslant \mu_{2}^{-} \leqslant \cdots<0
$$

[each of the sets $\left\{\mu_{i}^{+}\right\}$and $\left\{\mu_{j}^{-}\right\}$may be finite, infinite, or (but not both) empty]; $\lim _{i-\infty} \mu_{i}^{*}=0$ (if $\left\{\mu_{i}^{*}\right\}$ is infinite); $\lim _{j-\infty} \mu_{j}^{-}=0$ (if $\left\{\mu_{j}^{-}\right\}$is infinite); and for all $\zeta \in E$,

$$
\begin{equation*}
(\zeta, \tilde{K} \zeta)=\sum_{i} \mu_{i}^{*}\left|\left(\zeta, \phi_{i}^{*}\right)\right|^{2}+\sum_{j} \mu_{j}^{-}\left|\left(\zeta, \phi_{j}^{-}\right)\right|^{2} . \tag{13}
\end{equation*}
$$

For $k \in U, \lambda_{k}=1$, and we have $\lambda_{2} \geqslant \lambda_{k}=1$ for all positive integers $l \leqslant k$, where $\lambda_{l} \equiv \sup _{V \in s_{l}} \inf _{\varepsilon \in V}[(\xi, \tilde{K} \xi) /(\xi, \xi)]$, $l=1,2,3, \cdots$. This implies that $\mu_{1}^{+}, \ldots, \mu_{k}^{*}$ all exist. Indeed, suppose that $\left\{\mu_{i}^{+}\right\}$consists of precisely $n<k$ positive eigenvalues. Then given any $V \in S_{k}$, there exists a nonzero $\zeta \leqslant V$ such that $\left(\zeta, \phi_{i}^{+}\right)=0$ for all the $n \phi_{i}^{*}$. Therefore, Eq. (13) implies $(\zeta, \tilde{K} \zeta) \leqslant 0$, so that $\inf _{\xi \in V}[(\xi, \tilde{K} \xi) /(\xi, \xi)] \leqslant 0$. Since $V$ was arbitrary, we conclude that $\lambda_{k}=\sup _{V \in S_{k}} \inf _{\xi \in V}[(\xi, \tilde{K} \xi) /(\xi, \xi)] \leqslant 0$, a
contradiction. Hence $\mu_{1}^{+}, \ldots, \mu_{k}^{+}$exist. Let $V_{0}$ $\equiv \operatorname{span}\left\{\phi_{1}^{+}, \ldots, \phi_{k}^{+}\right\}$. Then for $\zeta \in V_{0},\|\zeta\|^{2}=\sum_{1}^{k}\left|\left(\zeta, \phi_{i}^{+}\right)\right|^{2}$ and it follows from Eq. (13) that

$$
\inf _{\zeta \in V_{0}} \frac{(\zeta, \tilde{K} \zeta)}{(\zeta, \zeta)}=\inf _{\zeta \in V_{0}} \frac{\sum_{1}^{k} \mu_{i}^{+}\left|\left(\zeta, \phi_{i}^{+}\right)\right|^{2}}{\Sigma_{1}^{k}\left|\left(\zeta, \phi_{i}^{*}\right)\right|^{2}}=\mu_{k}^{*} .
$$

Hence $1=\lambda_{k} \geqslant \mu_{k}^{+}$. On the other hand, let $V \in S_{k}$. Then there exists a nonzero $\zeta \in V$ such that $\left(\zeta, \phi_{i}^{+}\right)=0$ for $i=1,2, \ldots, k-1$. Equation (13) yields

$$
\begin{aligned}
\frac{(\zeta, \tilde{K} \zeta)}{(\zeta, \zeta)}= & \frac{\sum_{i \neq \beta} \mu_{i}^{+}\left|\left(\zeta, \phi_{i}^{+}\right)\right|^{2}+\sum_{j} \mu_{j}^{-}\left|\left(\zeta, \phi_{j}^{-}\right)\right|^{2}}{\|\zeta\|^{2}} \\
& \leqslant \frac{\sum_{i \neq k} \mu_{i}^{+}\left|\left(\zeta, \phi_{i}^{+}\right)\right|^{2}}{\|\zeta\|^{2}}
\end{aligned}
$$

$$
\leqslant \mu_{k}^{+} \frac{\sum_{i \geqslant k}\left|\left(\zeta, \phi_{i}^{+}\right)\right|^{2}}{\|\zeta\|^{2}} \leqslant \mu_{k}^{+},
$$

where the last estimate follows from Bessel's inequality Therefore, $\inf _{\xi \in v}[(\xi, \widetilde{K} \xi) /(\xi, \xi)] \leqslant \mu_{k}^{+}$, and since $V$ was an arbitrary element of $S_{k}$, it follows that $\lambda_{k} \leqslant \mu_{k}^{+}$. Thus $k \in U$ implies $\mu_{k}^{*}=\lambda_{k}=\mathbf{1}, \tilde{K} \phi_{k}^{+}=\phi_{k}^{+}$, and therefore $(K-P) \zeta_{k}=0$, where $\zeta_{k} \equiv P^{-1 / 2} \phi_{k}^{+} \neq 0$. Since $\mu_{k}^{+}=1$ for $k \in U, U$ must be a finite set ( $\mu_{i}^{+}=1$ for infinitely many $i$ contradicts $\lim _{i-\infty} \mu_{i}^{+}=0$ ). Let $m$ denote the number of elements in $U$. The set of $m$ vectors $T \equiv\left\{\xi_{k} \mid k \in U\right\}$ is obviously linearly independent and is a basis for $S \equiv \operatorname{span} T$, so that $m=\operatorname{dim} S$. Let $\left\{\psi_{j}\right\}_{j=1}^{m}$ be an orthonormal basis for $S$, and for each $k \in U$, set $\xi_{k} \equiv \psi_{j}$, where $U=\left\{k_{1}, k_{2}, \ldots, k_{m}\right\}$ and $j$ satisfies $k_{j}=k$. Since the $\xi_{k}$ are linear combinations of the $\zeta_{k}$, we have $C_{\Omega} \xi_{k}=(K-P) \xi_{k}$ $=0$ for all $k \in U$. This completes the proof.

Corollary 1: Let $A=K_{1}, B=K_{2}-P_{2}$, and $C=K_{3}-P_{3}$, where $K_{1}, K_{2}$, and $K_{3}$ are compact Hermitian operators from $E$ into $E, P_{2}$ and $P_{3}$ are bounded Hermitian operators from $E$ into $E$, and $K_{1}>0$. Let (H2) and (H4) hold, with $\Delta=E$. [Note that if $C \leqslant 0$, (H2) and (H4) hold with $M=\Omega=0, \Delta_{-}=E$, and $\Gamma_{-} \leqslant 0 \leqslant \Gamma_{+}$.] Then the following conclusions hold:
(A) If $\inf _{E}\left\{\left(\xi,\left[\omega P_{2}+P_{3}\right] \xi\right) /(\xi, \xi)\right\}>0$ for $\omega>\omega_{0}$ and if $\Omega_{m}^{*} \geqslant \Gamma_{-}$and $\Omega_{m}^{+}>\omega_{0}$ for some positive integer $m$, then for all $k \geqslant m$ there exists a nonzero $\xi_{k}^{+} \in E$ such that $C_{\Omega_{k}^{+}} \xi_{k}^{+}=0$; furthermore, $\left(\xi_{k}^{*}, \xi_{l}^{*}\right)=0$ if $\Omega_{k}^{+}=\Omega_{l}^{+}, k \neq l$.
(B) If $\inf _{E}\left\{\left(\xi,\left[\omega P_{2}+P_{3}\right] \xi\right) /(\xi, \xi)\right\}>0$ for $\omega<\omega_{0}$ and if $\Omega_{m}^{-} \leqslant \Gamma_{+}$and $\Omega_{m}^{-}<\omega_{0}$ for some positive integer $m$, then for all $k \geqslant m$ there exists a nonzero $\xi_{k}^{-} \in E$ such that $C_{\Omega_{k}^{-}}^{-\xi_{k}^{-}}=0$; furthermore, $\left(\xi_{k}^{-}, \xi_{l}^{-}\right)=0$ if $\Omega_{k}^{-}=\Omega_{l}^{-}, k \neq l$.
(C) If $\inf _{E}\left[\left(\xi, P_{2} \xi\right) /(\xi, \xi)\right]>0$, then $\lim _{k-\infty} \Omega_{k}^{+}=\infty$, and the numbers $m$ and $\omega_{0}$ required in (A) exist.
(D) If $\sup _{E}\left[\left(\xi, P_{2} \xi\right) /(\xi, \xi)\right]<0$, then $\lim _{k-\infty} \Omega_{k}^{-}=-\infty$, and the numbers $m$ and $\omega_{0}$ required in (B) exist.

Proof: (A) By hypothesis, (H1)-(H4) hold with $\Delta=E$. Thus $\Omega_{k}^{+}$is defined by Eq. (7) for all $k \geqslant M+1$. If $\Omega_{m}^{+} \geqslant \Gamma_{-}$, Theorem 2 implies $\Lambda_{k}\left(\Omega_{k}^{+}\right)=0$ for all $k \geqslant m$. If $\Omega_{m}^{+}>\omega_{0}$, the stated conclusion then follows from Theorem 4, since $k \geqslant m$ implies $\Omega_{k}^{+} \geqslant \Omega_{m}^{+}>\omega_{0}$ and we have $C_{\Omega_{k}^{+}}=K-P$, where $K \equiv\left(\Omega_{k}^{+}\right)^{2} A+\Omega_{k}^{+} K_{2}+K_{3}$ is compact
and $P \equiv \Omega_{k}^{+} P_{2}+P_{3}$ satisfies $\inf _{E}[(\xi, P \xi) /(\xi, \xi)]>0$ for $k \geqslant m$. The proof of (B) is similar. To prove (C), let $\alpha \equiv \inf _{E}\left[\left(\xi, P_{2} \xi\right) /(\xi, \xi)\right]>0$, let $N$ be any given positive number, and let $0<\epsilon<\alpha / 4 N$. Since $K_{2}$ is compact, there exists a finite-dimensional subspace $E_{1}$ of $E$ such that $\sup _{E_{1}+}\left[\left|\left(\xi, K_{2} \xi\right)\right| /(\xi, \xi)\right]<\alpha / 2$. Since $A$ is compact, there exists a finite-dimensional subspace $E_{2}$ of $E$ such that $\sup _{\ell \in E_{2}^{k}}[(\xi, A \xi) /(\xi, \xi)]<\epsilon$. Let $n_{1} \equiv \operatorname{dim} E_{1}, n_{2} \equiv \operatorname{dim} E_{2}$, and set $S \equiv\left\{\xi \mid \xi=\alpha_{1} \xi_{1}+d_{2} \xi_{2}+d_{3} \xi_{3}, \xi_{1} \in E_{1}, \xi_{2} \in E_{2}, \xi_{3} \in \Delta_{+}\right.$, $\left.\alpha_{i} \in Z, i=1,2,3\right\}[Z$ is the set of all complex numbers and $\Delta_{+}$is defined in (H2)]. Then $S$ is a subspace of $E$ with $\operatorname{dim} S \leqslant n_{1}+n_{2}+M$, and $\zeta \in S^{\perp}$ implies $\zeta \in \Delta_{-} \cap E_{1}^{\perp} \cap E_{2}^{\perp}$. Let $k \geqslant n_{1}+n_{2}+M+1$, and $V \in S_{k}$. Then there exists a nonzero $\zeta \in V$ such that $\zeta \in S^{\perp}$. Hence $\zeta \in V \cap D$ and

$$
\begin{aligned}
Q_{+}(\zeta) & =\frac{-(\zeta, B \zeta)+\sqrt{d(\zeta)}}{2(\zeta, A \zeta)} \geqslant-\frac{(\zeta, B \zeta)}{2(\zeta, A \zeta)} \\
& =\frac{\left(\zeta, P_{2} \zeta\right)-\left(\zeta, K_{2} \zeta\right)}{2(\zeta, A \zeta)} \geqslant \frac{\alpha / 2}{2 \epsilon}>N,
\end{aligned}
$$

so that $\sup _{s \in V \cap D} Q_{+}(\xi)>N$. Since this holds for any $V \in S_{k}, \Omega_{k}^{+} \geqslant N$ for all $k \geqslant n_{1}+n_{2}+M+1$. Finally, we note that $\omega_{0}$ may be taken to be $\alpha^{-1}\left\|P_{3}\right\|$. Statement (D) follows by applying (C) to $C_{-\omega}=\omega^{2} A+\omega(-B)+C$.
We consider next the case where $C_{n}$ contains an operator with a positive, compact, Hermitian inverse.

Lemma 3: Let (H1) hold, let $\Lambda_{n}(\Omega)=0$ for some real $\Omega$ and positive integer $n$, and suppose that $C_{\Omega}=T-L$, where $T$ is a bounded Hermitian operator from $E$ into $E$ and $L$ admits the positive compact Hermitian inverse $K$ such that $K L=I$ on $\Delta$. Then $\sup _{v \in s_{n}} \inf _{s \in k L(v)}\{(\zeta,[\tilde{T}$ $-I] \zeta) /(\zeta, \zeta)\}=0$, where $k \equiv K^{1 / 2}$ and $\tilde{T} \equiv k T k$.
Proof: Let $V \in S_{n}$. Since $\Lambda_{n}(\Omega)=0, \inf _{r \in V}\left[\left(\xi, C_{\Omega} \xi\right) /\right.$ $(\xi, \xi)] \leqslant 0$, so that given $\epsilon>0$, there exists $\xi \in V$ with $\|\xi\|=1$ such that $\left(\xi, C_{\Omega} \xi\right)<\epsilon$. Set $\zeta \equiv k L \xi$. Then $\zeta \neq 0$ and $k \zeta=K L \xi=\xi$. Hence $\epsilon>\left(\xi, C_{\Omega} \xi\right)=(\xi,[T-L] \xi)=(k \zeta, T k \zeta)$ $-(k \zeta, L \xi)=(\zeta,[\widetilde{T}-I] \zeta)$, and $1=\|\xi\|^{2}=\|k \zeta\|^{2}$ $=(\zeta, K \zeta) \leqslant\|K\|(\zeta, \zeta)$, so that $(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)<\epsilon\|K\|$. Therefore, $\inf _{p \in k L(V)}\{(\zeta,[\widetilde{T}-I] \zeta) /(\zeta, \zeta)\}<\epsilon\|K\|$, which implies that $\inf _{\xi \in k L(V)}\{(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)\} \leqslant 0$. Since $V$ was an arbitrary element of $S_{n}$, it follows that $\sup _{v \in S_{n}} \inf _{\xi \in k L(V)}\{(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)\} \leqslant 0$. Given $\epsilon>0$, there exists $V \in S_{n}$ such that $\inf _{\xi \in V}\left[\left(\xi, C_{\Omega} \xi\right) /(\xi, \xi)\right]>-\epsilon$, so that $\left(\xi, C_{\Omega} \xi\right) /(\xi, \xi)>-\epsilon$ for all nonzero $\xi \in V$. Let $\zeta \in k L(V), \zeta \neq 0$. Then $\zeta=k L \xi$ for some nonzero $\xi \in V$, $k \zeta=\xi$, and we have $(\zeta,[\tilde{T}-I] \zeta) /(\zeta, K \zeta)=\left(\xi, C_{0} \xi\right) /$ $(\xi, \xi)>-\epsilon$, which implies that $(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)>-\epsilon\|K\|$. Since this holds for all nonzero $\zeta \in k L(V)$, $\inf _{\xi \in k L(V)}\{(\zeta,[\widetilde{T}-I] \zeta) /(\zeta, \zeta)\} \geqslant-\epsilon\|K\|$, and therefore $\sup _{v \in s_{n}} \inf _{\underline{\varepsilon} \in k L(V)}\{(\zeta,[\widetilde{T}-I] \zeta) /(\zeta, \zeta)\} \geqslant-\epsilon\|K\|$. This holds for arbitrary $\epsilon>0$, so that $\sup _{v \in s_{n}} \inf _{r \in k L(V)}\{(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)\} \geqslant 0$, which completes the proof.

Lemma 4: Let the hypothesis of Lemma 3 hold, and suppose that $\overline{k L(\Delta)}=E$. Then $\sup _{v \in \sigma_{n}} \inf _{\xi \in V}\{(\zeta,[\tilde{T}$ $-I] \zeta) /(\zeta, \zeta)\}=0$, where $\sigma_{n}$ is the set of all $n$-dimensional subspaces of $E$.

Proof: Let $V \in \sigma_{n}, 0<\epsilon<\frac{1}{2},\left\{\phi_{j}\right\}_{1}^{n}$ be an orthonormal basis for $V$, and $\rho=\sup _{x \in E_{n}}|x| /\|x\|$, where $E_{n}$ denotes
the complex Euclidean $n$-dimensional vector space $\left\{x \mid x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), x_{j}\right.$ complex, $\left.j=1, \ldots, n\right\}, \quad|x|$ $\equiv \sum_{j=1}^{n}\left|x_{j}\right|$, and $\|x\|^{2} \equiv \sum_{j=1}^{n}\left|x_{j}\right|^{2}$. Since $\overline{k L(\Delta)}=E$, there exists $\psi_{j} \in k L(\Delta)$ such that $\left\|\phi_{j}-\psi_{j}\right\|<\epsilon \rho^{-1}, j=1, \ldots, n$. The set $\left\{\psi_{j}\right\}_{1}^{n}$ is linearly independent. Indeed, suppose $\Sigma_{1}^{n} \alpha_{j} \psi_{j}=0$. Then

$$
\begin{aligned}
\sum_{1}^{n}\left|\alpha_{j}\right|^{2}=\left\|\sum_{1}^{n} \alpha_{j} \phi_{j}\right\|^{2} & =\left\|\sum_{1}^{n} \alpha_{j}\left(\phi_{j}-\psi_{j}\right)\right\|^{2} \\
& \leqslant\left(\sum_{1}^{n}\left|\alpha_{j}\right|\left\|\phi_{j}-\psi_{j}\right\|\right)^{2} \\
& \leqslant \epsilon^{2} \rho^{-2}\left(\sum_{1}^{n}\left|\alpha_{j}\right|\right)^{2} \leqslant \epsilon^{2} \sum_{1}^{n}\left|\alpha_{j}\right|^{2}
\end{aligned}
$$

which implies $\Sigma_{1}^{n}\left|\alpha_{j}\right|^{2}=0$. Since $\psi_{j} \in k L(\Delta)$, there exists a nonzero $\chi_{j} \in \Delta$ such that $\psi_{j}=k L \chi_{j}, j=1, \ldots, n$, and the set $\left\{\chi_{j}\right\}_{1}^{n}$ is clearly linearly independent. Let $V_{\epsilon}$ $\equiv \operatorname{span}\left\{\chi_{j}\right\}_{1}^{n}$. Then $V_{\epsilon} \in S_{n}$. Let $\eta \in k L\left(V_{\epsilon}\right), \eta \neq 0$, and set $\xi=\eta /\|\eta\|$. Then $\xi=\sum_{1}^{n} \alpha_{j} \psi_{j}$, and we define $\zeta=\Sigma_{1}^{n} \alpha_{j} \phi_{j}$ and $\gamma^{-1} \equiv\|\zeta\|=\left(\sum_{1}^{n}\left|\alpha_{j}\right|^{2}\right)^{1 / 2}$. Now

$$
\begin{aligned}
\left|1-\gamma^{-1}\right|= & \left|\left\|\sum_{1}^{n} \alpha_{j} \psi_{j}\right\|-\left\|\sum_{1}^{n} \alpha_{j} \phi_{j}\right\|\right| \leqslant\left\|\sum_{1}^{n} \alpha_{j}\left(\psi_{j}-\phi_{j}\right)\right\| \\
& \leqslant \sum_{1}^{n}\left|\alpha_{j}\right|\left\|\psi_{j}-\phi_{j}\right\|<\epsilon \rho^{-1} \sum_{1}^{n}\left|\alpha_{j}\right| \leqslant \epsilon \gamma^{-1}
\end{aligned}
$$

so that $|\gamma-1|<\epsilon<\frac{1}{2}$, and $\gamma^{-1}<2$. Therefore, we have

$$
\begin{aligned}
\|\xi-\gamma \zeta\|= & \left\|\sum_{1}^{n} \alpha_{j}\left(\psi_{j}-\gamma \phi_{j}\right)\right\| \\
& \leqslant\left\|\sum_{1}^{n} \alpha_{j}\left(\psi_{j}-\phi_{j}\right)\right\|+|1-\gamma|\left\|\sum_{1}^{n} \alpha_{j} \phi_{j}\right\| \\
& \leqslant \epsilon \rho^{-1} \sum_{i}^{n}\left|\alpha_{j}\right|+|1-\gamma| \gamma^{-1} \\
& \leqslant \epsilon \gamma^{-1}+\epsilon \gamma^{-1}<4 \epsilon
\end{aligned}
$$

so that

$$
\begin{aligned}
& \left|\frac{(\eta,[\tilde{T}-I] \eta)}{(\eta, \eta)}-\frac{(\zeta,[\tilde{T}-I] \zeta)}{(\zeta, \zeta)}\right| \\
& \quad=|(\xi,[\tilde{T}-I] \xi)-(\gamma \zeta,[\widetilde{T}-I] \gamma \zeta)| \leqslant|(\xi,[\widetilde{T}-I][\xi-\gamma \zeta])| \\
& \quad+|([\xi-\gamma \zeta],[\tilde{T}-I] \gamma \zeta)| \leqslant 2\|\xi-\gamma \zeta\|\|\tilde{T}-I\|<8 \epsilon\|\tilde{T}-I\|
\end{aligned}
$$

Thus we have shown that given any $V \in \sigma_{n}$ and $0<\epsilon<\frac{1}{2}$, there exists a $V_{f} \in S_{n}$ such that for any nonzero $\eta \in k L\left(V_{\epsilon}\right)$, there exists a nonzero $\zeta \in V$ such that

$$
\frac{(\zeta,[\tilde{T}-I] \zeta)}{(\zeta, \zeta)}<\frac{(\eta,[\tilde{T}-I] \eta)}{(\eta, \eta)}+8 \epsilon\|\tilde{T}-I\|
$$

Hence $\inf _{\xi \in \gamma}\{(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)\} \leqslant \inf _{\eta \in k L\left(V_{\epsilon}\right)}\{(\eta,[\tilde{T}$ $\left.\left.-I]_{\eta}\right) /(\eta, \eta)\right\}+8 \epsilon\|\widetilde{T}-I\|$, and it follows from Lemma 3 that $\inf _{\xi \in V}\{(\zeta,[\widetilde{T}-I] \zeta) /(\zeta, \zeta)\} \leqslant 8 \in\|\tilde{T}-I\|$. This holds for all sufficiently small positive $\epsilon$, so that $\inf _{\xi \in V}\{(\zeta,[\tilde{T}$ $-I] \zeta) /(\zeta, \zeta)\} \leqslant 0$, which implies that
$\sup _{V \in \sigma_{n}} \inf _{\mathfrak{c} \in V}\{(\zeta,[\widetilde{T}-I] \zeta) /(\zeta, \zeta)\} \leqslant 0$. We now establish the opposite inequality. For any $V \in S_{n}, k L(V) \in \sigma_{n}$, so that
$\sup _{V \in \sigma_{n}} \inf _{\zeta \in V} \frac{(\zeta,[\tilde{T}-I] \zeta)}{(\zeta, \zeta)} \geqslant \sup _{v \in s_{n}} \inf _{\epsilon \in k L(V)} \frac{(\xi,[\tilde{T}-I] \xi)}{(\xi, \xi)}=0$,
and the lemma follows.
Theorem 5: Let (H1) hold and suppose that $\Lambda_{n}(\Omega)=0$ for some real $\Omega$ and all $n \in U$, where $U$ is some subset
of the positive integers. Let $C_{\Omega}=T-L$, where $T$ is a bounded Hermitian operator from $E$ into $E, L$ admits the positive compact Hermitian inverse $K$, and $K L=I$ on $\Delta, T K T(E) \subset L(\Delta)$, and $\overline{L(\Delta)}=E$. Then $U$ is a finite set, and for each $n \in U$ there exists a nonzero $\zeta_{n} \in \Delta$ such that $C_{\Omega} \zeta_{n}=0$, where $\left(\zeta_{n}, \zeta_{m}\right)=0$ if $m \neq n, m, n \in U$.

Proof: Let $k$ denote the positive, compact, Hermitian square root of $K$. Suppose that $0=(\phi, k L \zeta)$ for some $\phi \in E$ and all $\zeta \in \Delta$. Then $0=(k \phi, L \zeta)$ for all $\zeta \subseteq \Delta$, and since $\bar{L}(\Delta)=E, k \phi=0$, so that $\phi=0$. Therefore, $\overline{k L(\Delta)^{\perp}}=\{0\}$, and $\overline{k L(\Delta)}=E$. By Lemma 4, $\sup _{v \in o_{n}} \inf _{\zeta \in V V}\{(\zeta,[\tilde{T}-I] \zeta) /(\zeta, \zeta)\}=0$ for all $n \in U$, and since $\widetilde{T}=k T k$ is compact and Hermitian, it follows from Theorem 4 that $U$ must be a finite set, that there exists for each $n \in U$ a nonzero $\xi_{n} \in E$ such that $(\tilde{T}-I) \xi_{n}$ $=0$, and that $\left\{\xi_{n} \mid n \in U\right\}$ is linearly independent. Let $S=\left\{k \xi_{n} \mid n \in U\right\}$. Since $k>0, S$ is linearly independent. Let $\left\{\zeta_{n} \mid n \in U\right\}$ be an orthonormal basis for the span of $S$. Then $(K T-I) \zeta_{n}=0$ for all $n \in U$. Indeed, $(K T-I) \zeta_{n}$ $=(K T-I) \sum_{U} \alpha_{j} k \xi_{j}=k \sum_{U} \alpha_{j}(\tilde{T}-I) \xi_{j}=0$. It remains to show that $C_{\Omega} \zeta_{n}=0, n \in U$. We have $\zeta_{n}=K T \zeta_{n}, T \zeta_{n}$ $=T K T \zeta_{n}$, and since $T K T(E) \subset L(\Delta)$, there exists $\xi_{n} \in \Delta$ such that $T \zeta_{n}=L \xi_{n}$. Therefore, $\zeta_{n}=K T \zeta_{n}=K L \xi_{n}=\xi_{n}$, and so $T \zeta_{n}=L \zeta_{n}$, i. e. , $C_{\Omega} \zeta_{n}=0$.

## IV. APPLICATIONS

The results presented in the last two sections have application to a large number of physical systems, as we mentioned in the introduction. Two such examples are discussed herein. The first is the problem of small oscillations about equilibrium of a vertically stratified, viscous, heterogeneous incompressible fluid in a gravitational field. The second concerns the oscillations of a rotating thin annular disk. We show that infinitely many of the eigenfrequencies of these systems are characterized by the minimax principles given in Eqs. (7) and/or (8). We make no attempt here, however, to determine precisely all the eigenfrequencies so described.

We shall have occasion to make use of certain wellknown results from the theory of linear differential equations, which for convenience are summarized below.

Proposition: Let $L$ be the $n$ th-order linear differential operator given by

$$
L \xi(x)=\sum_{j=0}^{n} p_{j}(x) \xi^{(n-j)}(x) \quad\left(\xi^{(j)} \equiv \frac{d^{j} \xi}{d x^{j}}\right)
$$

where the $p_{f}(x)$ are complex-valued functions of class $C^{n-j}$ on the closed interval $a \leqslant x \leqslant b$ and $p_{0}(x) \neq 0$ on $[a, b]$. Let $F$ and $G$ be constant $n \times n$ matrices, $\xi_{a} \equiv\left(\xi(a), \xi^{(1)}(a), \ldots, \xi^{(n-1)}(a)\right)^{T}$, and suppose that $L$ is formally self-adjoint on $S=\left\{\xi(x) \mid \xi \in C^{n}[a, b], F \xi_{a}+G \xi_{b}\right.$ $=0\}$. Then the following conclusions hold:
(1) The operator $L$ possesses a denumerably infinite set of eigenfrequencies, all real, with corresponding orthonormal eigenfunctions (in $S$ ). The eigenvalues have no finite limit point.
(2) Every $\xi \in S$ can be expanded in a uniformly convergent series of the eigenfunctions.
(3) If 0 is not an eigenvalue of $L$, then $L$ admits the compact Hermitian inverse $K$ defined on $L_{2}[a, b]$ such that $K L=I$ on $S, R_{K} \subset C[a, b], K(C[a, b])=S$, and $L K=I$ on $C[a, b]$.

For a proof of these results, the reader is referred to Ref. 23.

## A. The stratified heterogeneous incompressible fluid

We consider small disturbances about the static equilibrium of a vertically stratified horizontal slab of viscous incompressible fluid, in a gravitational field. The fluid is confined between rigid horizontal walls at $z=0$ and $z=b>0$, where $z$ denotes the vertical coordinate. The pertinent equation and boundary conditions are given in Eqs. (22) and (23) of Ref. 24, viz.:

$$
\begin{align*}
& H_{\lambda} \xi(z) \equiv\left(\lambda^{2} L_{1}+\lambda L_{2}+L_{3}\right) \xi(z)=0, \quad 0 \leqslant z \leqslant b,  \tag{14}\\
& \xi(0)=\xi(b)=\xi^{\prime}(0)=\xi^{\prime}(b)=0 . \tag{15}
\end{align*}
$$

Here $\xi(z)$ denotes the vertical component of the fluid velocity, $\lambda$ is the eigenfrequency of the disturbance (a time-dependence of the form $e^{\lambda t}$ has been assumed), $L_{1}=-d \rho d+k^{2} \rho, L_{3}=-k^{2} g \rho^{\prime}$, and $L_{2}=d^{2} \mu d^{2}-2 k^{2} d \mu d$ $+k^{4} \mu+k^{2} \mu^{\prime \prime}$, where $\mu(z)$ is the fluid viscosity, $\rho(z)$ is the fluid mass density, $g>0$ is the gravitational acceleration, $k$ is the magnitude of the horizontal wave number, ()$^{\prime} \equiv d() / d z$, and $d$ denotes the differential operator $d / d z$. We assume that $\mu \in C^{4}[0, b], \rho \in C^{2}[0, b]$, $\mu>0$ on $[0, b], \rho>0$ on $[0, b], k>0$, and take $E$ $=L_{2}[0, b]$ and $\Delta=\left\{\xi(z) \mid \xi \in C^{4}[0, b], \xi(0)=\xi(b)=\xi^{\prime}(0)\right.$ $\left.=\xi^{\prime}(b)=0\right\}$. For $\xi \in \Delta, \xi \neq 0$, we have

$$
\begin{align*}
& \left(\xi, L_{1} \xi\right)=\int_{0}^{b} \rho\left(\left|\xi^{\prime}\right|^{2}+k^{2}|\xi|^{2}\right) d z>0,  \tag{16}\\
& \left(\xi, L_{2} \xi\right)=\int_{0}^{b} \mu\left(\left|\xi^{\prime \prime}+k^{2} \xi\right|^{2}+4 k^{2}\left|\xi^{\prime}\right|^{2}\right) d z>0 . \tag{17}
\end{align*}
$$

The operators $L_{1}, L_{2}$, and $L_{3}$ are all formally selfadjoint on $\Delta$; furthermore, for each real $\lambda \neq 0, H_{\lambda}$ is a formally self-adjoint fourth-order differential operator on $\Delta$, and the Proposition applies to $H_{\lambda}$ with $S=\Delta$,

$$
F=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad G=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) .
$$

Case 1: Arbitrary $\rho^{\prime}$. We set $\omega=\lambda, A=L_{1}, B=L_{2}$, and $C=L_{3}$. Obviously (H1) and (H3) hold. It is easily seen that for all $\omega<0, C_{\omega}$ is bounded above. Indeed, for $\omega<0, \quad \xi \in \Delta, \hat{\mu} \equiv \min _{[0, b)} \mu, \hat{\rho} \equiv \max _{(0, b)} \rho, \quad r \equiv \min _{(0, b)} \rho^{\prime}$, $\alpha \equiv|\omega| \hat{\mu}, \quad \beta \equiv 2 k^{2} \alpha-\omega^{2} \hat{\rho}$, and $\gamma \equiv k^{4} \alpha-\omega^{2} k^{2} \hat{\rho}+k^{2} g r$, Eqs. (16) and (17) give

$$
\begin{align*}
\left(\xi,-C_{\omega} \xi\right) \geqslant & \int_{0}^{b}\left[\alpha\left(\left|\xi^{\prime \prime}+k^{2} \xi\right|^{2}+4 k^{2}\left|\xi^{\prime}\right|^{2}\right)\right. \\
& \left.-\omega^{2} \hat{\rho}\left(\left|\xi^{\prime}\right|^{2}+k^{2}|\xi|^{2}\right)+k^{2} r g|\xi|^{2}\right] d z \\
= & \int_{0}^{b}\left(\alpha\left|\xi^{\prime \prime}\right|^{2}+\beta\left|\xi^{\prime}\right|^{2}+\gamma|\xi|^{2}\right) d z \\
= & \int_{0}^{b}\left[\left|\sqrt{\alpha} \xi^{\prime \prime}-\frac{\beta}{2 \sqrt{\alpha}} \xi\right|^{2}+\left(\gamma-\frac{\beta^{2}}{4 \alpha}\right)|\xi|^{2}\right] d z \\
\geqslant & {\left[\gamma-\beta^{2}(4 \alpha)^{-1}\right]\|\xi\|^{2} } \tag{18}
\end{align*}
$$

Let $\Omega<0$. Then by the Proposition, $C_{\Omega}$ has an infinite set of real eigenvalues $\left\{\delta_{n}\right\}_{1}^{\circ}$ with corresponding orthonormal eigenfunctions $\left\{\phi_{n}\right\}_{1}^{\infty} \subset \Delta$, and, since $C_{\Omega}$ is
bounded above, the $\left\{\delta_{n}\right\}_{1}^{\infty}$ cluster only at $-\infty$, so that there are only a finite number $M$ of positive eigenvalues. We may assume, without loss of generality, that the eigenvalues are enumerated in decreasing order, viz.: $\delta_{1} \geqslant \delta_{2} \geqslant \cdots$. Then $\delta_{M}>0, \delta_{n} \leqslant 0$ for $n \geqslant M+1$, so that for $\Delta_{+} \equiv \operatorname{span}\left\{\phi_{1}, \ldots, \phi_{\mu}\right\}$, Proposition (2) implies that $\left(\xi, C_{\Omega} \xi\right)=\sum_{M+1}^{\infty} \delta_{n}\left|\left(\phi_{n}, \xi\right)\right|^{2} \leqslant 0$ for any $\xi \in \Delta_{-}=\Delta_{+}^{\perp} \cap \Delta$. Thus (H2) holds. Consider (H4). Since $A>0$ and $B>0$ on $\Delta, Q_{-}(\xi)<0$ for all nonzero $\xi \in D$ and $\Gamma_{-} \leqslant 0$. Let $\xi \in D, \xi=0$, and set $x \equiv(\xi, B \xi) / 2(\xi, A \xi)>0, y \equiv 2(\xi, C \xi) /$ $(\xi, B \xi)$. If $y \leqslant 0, Q_{+}(\xi) \geqslant 0$ while if $y>0$,

$$
\begin{equation*}
Q_{+}(\xi)=-x+\sqrt{x(x-y)} \geqslant-x+\sqrt{(x-y)^{2}}=-y \tag{19}
\end{equation*}
$$

with

$$
-y=\frac{2 k^{2} g \int_{0}^{b} \rho^{\prime}|\xi|^{2} d z}{\left(\xi, L_{2} \xi\right)} \geqslant 2 \rho^{-1} g k^{-2} \min \{0, r\} .
$$

Hence in any case, $Q_{+}(\xi) \geqslant 2 \hat{\mu}^{-1} g k^{-2} \min \{0, r\}$, so that (H4) holds. By a process of estimation similar to that used in Eq. (18), it is readily seen that $2 \omega A+B$ is bounded below on $\Delta$ for all real $\omega$ and that $J_{-}$contains all positive integers $n \geqslant M+1$. We now show that $\Omega_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$. Let $N>0$. Then $B-N A$ is bounded below on $\Delta$, and it follows from the Proposition that $B-N A$ admits an infinite set $\left\{\alpha_{n}\right\}_{1}^{\infty}$ of real eigenvalues with corresponding orthonormal eigenfunctions $\left\{\chi_{n}\right\}_{1}^{\circ} \subset \Delta$, and that the only limit point of the $\left\{\alpha_{n}\right\}_{1}^{\infty}$ is $+\infty$. Thus there are only a finite number $m$ of negative eigenvalues, so that, assuming the eigenvalues to be enumerated in ascending order (i. e., $\alpha_{1} \leqslant \alpha_{2} \leqslant \cdots$ ), $\alpha_{n} \geqslant 0$ for all $n \geqslant m+1$. Let $E_{1} \equiv \operatorname{span}\left\{\chi_{1}, \ldots, \chi_{m}\right\}$ and $E_{2} \equiv\left\{\eta \mid \eta=\xi_{1}+\xi_{2}, \xi_{1} \in E_{1}\right.$, $\left.\xi_{2} \in \Delta_{+}\right\}$, so that $E_{2}$ is a finite-dimensional subspace of $\Delta$ with $\operatorname{dim} E \leqslant m+M$. For $n \leqslant m+M+1$, given any $V \in S_{n}$, there exists a nonzero $\xi \in V$ such that $\xi \perp E_{2}$, and so $\xi \perp E_{1}, \xi \perp \Delta_{+}, \xi \in \Delta_{-} \subset D$, and $\xi=\Sigma_{m+1}^{\infty}\left(\chi_{j}, \xi\right) \chi_{j}$, the last result following from Proposition (2). Hence

$$
\begin{aligned}
2 Q_{-}(\xi) & \leqslant-\frac{(\xi, B \xi)}{(\xi, A \xi)}=-N-\frac{(\xi,[B-N A] \xi)}{(\xi, A \xi)}=-N \\
& -\frac{\sum_{m+1}^{\infty} \alpha_{j}\left|\left(\chi_{j}, \xi\right)\right|^{2}}{(\xi, A \xi)} \leqslant-N,
\end{aligned}
$$

so that $\inf _{\eta \in V \cap_{D}} Q .(\eta) \leqslant-N / 2$. Since $V$ was an arbitrary element of $S_{n}, \Omega_{n}^{-} \leqslant-N / 2$ for $n \geqslant m+M+1$, i.e., $\lim _{n-\infty} \Omega_{n}^{-}=-\infty$. Thus there exists a positive integer $l \geqslant M+1$ such that $\Omega_{i}^{-} \leqslant \Gamma_{+}$, and it follows immediately from Theorem 3 that $\Lambda_{n}\left(\Omega_{n}^{-}\right)=0$ for all $n \geqslant l$. For each fixed $n \geqslant M+1, \Omega_{n}^{-}<0$ and $C_{\Omega_{n}^{-}}$is bounded above on $\Delta$, so that for some positive number $p, L \equiv p I-C_{\Omega_{n}^{-}}$is positive on $\Delta$. We conclude from Proposition (3) that $L$ has a positive compact Hermitian inverse $K$ on $E$ such that $K L=I$ on $\Delta, C[0, b] \supset K(E)$, and $L(\Delta)=C[0, b]$. Since $\bar{C}[0, b]=L_{2}[0, b]$, the hypothesis of Theorem 5 is satisfied (set $T=p I$ ) for each $\Omega_{n}^{-}$with $n \geqslant l$. We have thus shown that the system defined by Eqs. (14) and (15) possesses an infinite set of negative eigenfrequencies $\lambda_{n}^{-}=\Omega_{n}^{-}, n \geqslant l$, with $\lambda_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$.

There remains the question of whether any of the $\Omega_{k}^{*}$ are eigenvalues. Here we run into the problem that $J_{+}$is empty ( $2 \omega A+B$ is not bounded above for any real $\omega$ ) so that Theorem 2 is useless. We can circumvent
this difficulty, however, in the two special cases discussed below.

Case 2: $\rho^{\prime} \leqslant 0$ on $[0, b]$. Suppose that $\rho^{\prime} \leqslant 0$ on $[0, b]$ and that $\left\{z \mid \rho^{\prime}(z)=0,0 \leqslant z \leqslant b\right\}$ has Lebesgue measure zero. Then $\left(\xi, L_{3} \xi\right)=k^{2} g \int_{0}^{b}\left(-\rho^{\prime}\right)|\xi|^{2} d z>0$ for all nonzero $\xi \in \Delta$, so that the equilibrium is exponentially stable. We set $\omega=\lambda^{-1}$, and rewrite Eq. (14) as

$$
\begin{equation*}
\tilde{C}_{\omega} \xi \equiv\left(\omega^{2} \tilde{A}+\omega B+\tilde{C}\right) \xi \equiv 0, \quad \xi \in \Delta, \tag{20}
\end{equation*}
$$

with $\tilde{A} \equiv L_{3}, \quad B \equiv L_{2}$, and $\tilde{C} \equiv L_{1}$. Obviously (H1) and (H3) hold for the triple of operators $(\tilde{A}, B, \widetilde{C})$. For $\omega \neq 0$, $\tilde{\sim}_{\omega} \tilde{\sim}^{=} \omega^{2} C_{\omega^{-1}}$, and therefore (H2) holds with $\tilde{\Omega}=\Omega^{-1}$ and $\tilde{\Delta}_{+}=\Delta_{+}$, where $\Omega$ and $\Delta_{+}$are as given in Case 1. Furthermore, Eq. (18) implies that $\widetilde{C}_{\omega}$ is bounded above on $\Delta$ for $\omega<0$. Consider (H4). Since $B>0$ and $\widetilde{A}>0$ on $\Delta, \widetilde{Q}_{-}(\xi)<0$ for all nonzero $\xi \in \widetilde{D}=D$, and so $\tilde{\Gamma}_{-} \leqslant 0$. Let $\xi \in D, \xi \neq 0$, and set $x \equiv(\xi, B \xi) / 2(\xi, \tilde{A} \xi)>0, y \equiv 2(\xi, \tilde{C} \xi) /$ $(\xi, B \xi)>0$. By Eq. (19), $\widetilde{Q}_{+}(\xi) \geqslant-y=-2\left(\xi, L_{1} \xi\right) /$ ( $\xi, L_{2} \xi$ ) $\geqslant-2 \hat{\rho} k^{-2} \hat{\mu}^{-1}$, and therefore (H4) holds. Obviously $2 \omega \tilde{A}+B$ is bounded below on $\Delta$ for all real $\omega$, and $J_{-}$ contains all positive integers $\geqslant M+1$. We show that $\widetilde{\Omega}_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$. The fourth-order differential operator $B$ is formally self-adjoint and positive on $\Delta$, and it follows from the Proposition that $B$ possesses an infinite set of positive eigenvalues $\nu_{1} \leqslant \nu_{2} \leqslant \cdots$ with corresponding orthonormal eigenfunctions $\left\{\psi_{n}\right\}_{1}^{\infty} \subset \Delta$. The eigenvalues cluster only at $+\infty$. Given $N>0$, there exists a positive integer $q$ such that $\nu_{n}>2\|\tilde{A}\| N$ for all $n>q$. Let $E_{3} \equiv \operatorname{span}\left\{\psi_{1}, \ldots, \psi_{q}\right\}$ and $E_{4} \equiv\left\{\xi \mid \xi=\xi_{1}+\xi_{2}\right.$, $\left.\xi_{1} \in E_{3}, \xi_{2} \in \Delta_{+}\right\}$, so that the dimension of the subspace $E_{4} \subset \Delta$ does not exceed $q+M$. For $n \geqslant q+M+1$, given any $V \in S_{n}$, there exists a nonzero $\xi \in V$ such that $\xi \perp E_{4}$, and so $\xi \perp E_{3}, \xi \perp \Delta_{+}, \xi \in \Delta_{-} \subset D$, and $\xi=\sum_{q+1}^{\infty}\left(\psi_{n}, \xi\right) \psi_{n}$, where the last result follows from Proposition (2). Hence

$$
\begin{aligned}
& \tilde{Q}_{-}(\xi) \leqslant-(2\|\tilde{A}\|)^{-1} \frac{(\xi, B \xi)}{(\xi, \xi)} \\
& =-(2\|\tilde{A}\|)^{-1} \frac{\sum_{\alpha+1}^{\infty} \nu_{n}\left|\left(\psi_{n}, \xi\right)\right|^{2}}{\sum_{q^{+1}}^{\infty}\left|\left(\psi_{n}, \xi\right)\right|^{2}} \leqslant-\nu_{\alpha+1}(2\|\tilde{A}\|)^{-1}<-N,
\end{aligned}
$$

and therefore $\inf _{\varepsilon \in V \cap D} \widetilde{Q}_{-}(\xi)<-N$. Since $V$ was an arbitrary element of $S_{n}$, we conclude that $\tilde{\Omega}_{n}^{-} \leqslant-N$ for $n \geqslant q+M+1$, i. e., $\tilde{\Omega}_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$. In particular, there exists a positive integer $\beta$ such that $\tilde{\Omega}_{\beta}^{-} \leqslant \tilde{\Gamma}_{+}$, and Theorem 3 implies that $\tilde{\Lambda}_{n}\left(\widetilde{\Omega}_{n}^{-}\right)=0$ for all $n \geqslant \beta$. For any given positive integer $n \geqslant M+1, \tilde{\Omega}_{n}^{-}<0$ and $\tilde{\mathcal{C}}_{\tilde{\Omega}_{\tilde{n}}}$ is bounded above on $\Delta$. We proceed exactly as in Case 1 to conclude from Theorem 5 that for each $n \geqslant \beta, \lambda_{n}^{+}$ $\equiv\left(\tilde{\Omega}_{n}^{-}\right)^{-1}$ is an eigenfrequency of the system described by Eqs. (14) and (15). The $\lambda_{n}^{+}$are all negative, and $\lambda_{n}^{+} \rightarrow 0$ as $n \rightarrow \infty$. It is readily verified that $\widetilde{Q}_{( }(\xi)=\left[Q_{+}(\xi)\right]^{-1}<0$ for every nonzero $\xi \in D$, and therefore that $\left(\Omega_{n}^{-}\right)^{-1}=\Omega_{n}^{+}$ for all $n \geqslant M+1$. Hence $\lambda_{n}^{+}=\Omega_{n}^{+}, n \geqslant \beta$.

Case 3: $\rho^{\prime} \geqslant 0$ on $[0, b]$. Suppose that $\rho^{\prime} \geqslant 0$ on $[0, b]$ and that $\left\{z \mid \rho^{\prime}(z)=0,0 \leqslant z \leqslant b\right\}$ has measure zero. Then $\left(\xi, L_{3} \xi\right)<0$ for all nonzero $\xi \in \Delta$, so that, referring back to Case $1, C<0$ on $\Delta$ and the "overdamped" condition $d(\xi) \geqslant 0$ on $\Delta$ is satisfied. With $\Omega=0$, we have $M=0$ and $\Delta_{-}=D=\Delta$, and since $Q_{-}(\xi)<0<Q_{+}(\xi)$ for all nonzero $\xi \in \Delta, \Gamma_{-} \leqslant 0 \leqslant \Gamma_{+}$. Thus we may take $l=1$ in Case 1 and conclude that $\lambda_{n}^{-}=\Omega_{n}^{-}<0$ is an eigenfrequency of the system described by Eqs. (14) and (15) for all $n \geqslant 1$.

We now use our minimax principle to construct an infinite set of positive eigenfrequencies. We set $\omega=\lambda^{-1}$ and rewrite Eq. (14) as

$$
\begin{equation*}
\hat{C}_{\omega} \xi \equiv\left(\omega^{2} \hat{A}+\omega \hat{B}+\hat{C}\right) \xi=0, \tag{21}
\end{equation*}
$$

with $\hat{A}=-L_{3}, \hat{B}=-L_{2}$, and $\hat{C}=-L_{1}$. Obviously (H1) and ( H 3 ) hold for the triple of operators $(\hat{A}, \hat{B}, \hat{C}$ ). Since $\hat{C}<0$ on $\Delta$, the system is overdamped with $\hat{D}=\Delta$, and (H2) holds with $M=0$ and $\Delta_{-}=\Delta$. We have $\hat{Q}_{-}(\xi)<0<\hat{\mu} k^{2}\left(2 g \max _{[0, b 1} \rho^{\prime}\right)^{-1} \leqslant \hat{Q}_{+}(\xi)$ for all nonzero $\xi \in \Delta$, and therefore $\hat{\Gamma}_{-} \leqslant 0<\hat{\Gamma}_{+}$. The operator $2 \omega \hat{A}+\hat{B}$ is clearly bounded above for all real $\omega, \hat{J}_{+}$contains all the positive integers, and it follows from Theorem 2 that $\hat{\Lambda}_{n}\left(\hat{\Omega}_{n}^{+}\right)=0$ for all $n \geqslant 1$. The operator $\hat{C}_{\omega}$ is bounded above for $\omega>0$, and so we may proceed as in Case 1 to conclude from the Proposition and Theorem 5 that $\lambda_{n}^{+} \equiv\left(\Omega_{n}^{+}\right)^{-1}$ is an eigenfrequency of Eqs. (14) and (15) for each $n \leqslant 1$. It follows easily from the definition of $\hat{\Omega}_{n}^{+}$ and the fact that the eigenvalues $\left\{\nu_{n}\right\}_{1}^{\circ}$ of the positive operator $B=-\hat{B}$ cluster at $+\infty$ (see Case 2) that $\hat{\Omega}_{n}^{+} \rightarrow \infty$ as $n \rightarrow \infty$; thus $\lambda_{n}^{+} \rightarrow 0$ as $n \rightarrow \infty$. Finally, one readily verifies that $\hat{Q}_{+}(\xi)=\left[Q_{+}(\xi)\right]^{-1}>0$ for all nonzero $\xi \in \Delta$, so that the $\lambda_{n}^{+}$are given directly in terms of $Q_{+}(\xi)$ by the $\max -$ min principle

$$
\begin{equation*}
\lambda_{n}^{+}=\sup _{V \in s_{n}} \inf _{\xi \in V} Q_{+}(\xi) \tag{22}
\end{equation*}
$$

Note that $\lambda_{n}^{+} \neq \Omega_{n}^{+}$.
This special case of $\rho^{\prime} \geqslant 0$ on $[0, b]$ has been investigated by Turner ${ }^{18}$ and Eisenfeld. ${ }^{25}$ Turner obtains minimax principles for the eigenvalues-however, they are not given directly in terms of $L_{1}, L_{2}$, and $L_{3}$. Eisenfeld shows that the eigenfunctions are complete. Their results depend critically on the requirement that $L_{3}<0$ on $\Delta$.

## B. The rotating annular disk

We consider the planar oscillations of a thin annular disk rotating about its center with a given angular velocity $\Omega$, and restrict our attention to rotationally symmetric modes. The pertinent equation is Eq. (13) of Ref. 9, viz.:

$$
\left(\omega^{2} A+\omega B+C\right) \xi=0, \quad \xi \in \Delta,
$$

where $A=I, C=I-L, \Delta=\Delta_{1} \times \Delta_{2}$,

$$
\begin{gathered}
B=2\left(\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right), \quad L=\left(\begin{array}{cc}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right), \\
L_{1}=\gamma_{1}\left(-\frac{d^{2}}{d x^{2}}+\frac{3}{4} x^{-2}\right), \quad L_{2}=\gamma_{2}\left(-\frac{d^{2}}{d x^{2}}+\frac{3}{4} x^{-2}\right), \\
\Delta_{1}=\left\{f(x) \mid f \in C^{2}[a, 1], f(a)=0=f^{\prime}(1)-\frac{1}{2}\left(4 \gamma_{2} \gamma_{1}^{-1}-1\right) f(1)\right\}, \\
\Delta_{2}=\left\{f(x) \mid f \in C^{2}[a, 1], f(a)=0=f^{\prime}(1)-\frac{3}{2} f(1)\right\},
\end{gathered}
$$

$0<a<1$, and $\gamma_{1}$ and $\gamma_{2}$ are positive constants satisfying the inequality $4 \gamma_{2}>\gamma_{1}>2 \gamma_{2}$. The appropriate Hilbert space is $E=L_{2}[a, 1] \times \angle_{2}[a, 1]$. A time dependence of the form $\exp (i \omega \Omega t)$ has been assumed.

It is readily verified that $L_{1}$ and $L_{2}$ are formally selfadjoint and positive on $\Delta_{1}$ and $\Delta_{2}$, respectively. We infer from the Proposition that $L_{1}$ and $L_{2}$ admit the compact Hermitian inverses $K_{1}$ and $K_{2}$ defined on
$L_{2}[a, 1]$ such that $K_{n} L_{n}=I$ on $\Delta_{n}, L_{n}\left(\Delta_{n}\right)=C[a, 1]$, and $K_{n}\left(L_{2}[a, 1]\right) \subset C[a, 1], n=1,2$. Thus $L$ is formally selfadjoint and positive on $\Delta, L$ possesses the compact Hermitian inverse $K=\left(\begin{array}{cc}K_{1} & 0 \\ 0 & K_{2}\end{array}\right)$ defined on $E$ such that $K L=I$ on $\Delta$, and $L(\Delta)=C[a, 1] \times C[a, 1]$. Since $\bar{\Delta}_{1} \doteq \bar{\Delta}_{2}$ $=C[a, 1]=L_{2}[a, 1]$, we have $\bar{\Delta}=\bar{L}(\Delta)=E$. For each real $\omega, T_{\omega} K T_{\omega}(E) \subset C[a, 1] \times C[a, 1]=L(\Delta)$, where $T_{\omega}$ $\equiv \omega^{2} A+\omega B+I=\left(\begin{array}{ll}\omega_{-2 i \omega}^{2+1} & { }^{2} j^{2} \omega\end{array}\right)$.

We now show that the minimax principles of Eqs. (7) and (8) each generate infinitely many eigenfrequencies of the disk. The pertinent results of the preceeding sections are collected together in the following theorem, which is convenient and appropriate for application to numerous problems relating to the oscillations of rotating elastic systems.

Theorem 6: Let $A, B$, and $H$ be bounded Hermitian operators from $E$ into $E, \delta \equiv \inf _{E}[(\xi, A \xi) /(\xi, \xi)]>0$, let $\Delta$ be an infinite-dimensional subspace of $E, L$ be a formally self-adjoint positive operator from $\Delta$ into $E$ with compact inverse $K$ on $E$ such that $K L=I$ on $\Delta, C$ $=H-L, \bar{\Delta}=\overline{L(\Delta)}=E, K(E) \subset L(\Delta)$, and $T_{\omega} K T_{\omega} \subset L(\Delta)$ for all real $\omega$, where $T_{\omega} \equiv \omega^{2} A+\omega B+H$. Then the sets $N_{+} \equiv\left\{n \mid \Omega_{n}^{+} \geqslant \Gamma_{-}\right\}$and $N_{-} \equiv\left\{n \mid \Omega_{n}^{-} \leqslant \Gamma_{+}\right\}$are both nonempty, $\Omega_{m}^{+}$ and $\Omega_{n}^{-}$are eigenvalues of $C_{\omega} \xi=0$ for all $m \geqslant \inf N_{+}$and $n \geqslant \inf N_{-}$, and $\Omega_{n}^{+} \rightarrow \infty$ and $\Omega_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$.

Proof. By hypothesis, (H1) and (H3) hold. Since $L$ is formally self-adjoint on $\Delta$ and $\overline{L(\Delta)}=E, K$ is Hermitian, and $L>0$ on $\Delta$ and $\bar{\Delta}=E$ imply that $K>0$. It follows from well-known theorems on compact Hermitian operators ${ }^{22}$ that $K$ admits an infinite set of positive eigenvalues $\mu_{1} \geqslant \mu_{2} \geqslant \ldots>0$ with corresponding orthonormal eigenvectors $\left\{\phi_{n}\right\}_{1}^{\infty}$ that $\operatorname{span} K(E)$, and $\lim _{n \rightarrow \infty} \mu_{n}$ $=0$. We have $\mu_{n} \phi_{n}=K \phi_{n}=L \psi_{n}$ for some $\psi_{n} \in \Delta(K(E)$ $\subset L(\Delta))$, so that $\mu_{n}^{2} \phi_{n}=K L \psi_{n}=\psi_{n}$, and therefore $L \phi_{n}$ $=\lambda_{n} \phi_{n}, \lambda_{n} \equiv\left(\mu_{n}\right)^{-1}, n=1,2,3, \cdots$. Thus every $\phi_{n}$ is an eigenvector of $L$ with eigenvalue $\lambda_{n}$, and $\left\{\phi_{n}\right\}_{1}^{\infty}$ spans $\Delta$, since $K L=I$ on $\Delta$ implies $K(E) \supset \Delta$. Obviously $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and therefore $\lambda_{n}>\|H\|$ for all sufficiently large $n$. Let $M$ be the least integer such that $\lambda_{M+1} \geqslant\|H\|$. Let $\Delta_{+} \equiv \operatorname{span}\left\{\phi_{1}, \ldots, \phi_{M}\right\}$. Then for $\xi \in \Delta_{-} \equiv \Delta_{+}^{\perp} \cap \Delta, \xi$ $=\sum_{M+1}^{\infty}\left(\phi_{n}, \xi\right) \phi_{n}$, and
$(\xi, L \xi)=\sum_{M+1}^{\infty}\left(\xi, \phi_{n}\right)\left(\phi_{n}, L \xi\right)=\sum_{M+1}^{\infty} \lambda_{n}\left|\left(\phi_{n}, \xi\right)\right|^{2} \geqslant \lambda_{M+1}\|\xi\|^{2}$,
so that

$$
(\xi, C \xi)=(\xi, H \xi)-(\xi, L \xi) \leqslant\left(\|H\|-\lambda_{M+1}\right)\|\xi\|^{2} \leqslant 0
$$

Hence (H2) holds with $\Omega=0$ and the above choice of $\Delta_{+}$ and $M$. Consider (H4). We have, for all nonzero $\xi \in D$,
$Q_{+}(\xi)=\frac{-(\xi, B \xi)+[d(\xi)]^{1 / 2}}{2(\xi, A \xi)} \geqslant-\frac{1}{2} \frac{(\xi, B \xi)}{(\xi, A \xi)} \geqslant-\frac{1}{2} \frac{\|B\|}{\delta}$,
$Q_{-}(\xi)=-\frac{(\xi, B \xi)+[d(\xi)]^{1 / 2}}{2(\xi, A \xi)} \leqslant-\frac{1}{2} \frac{(\xi, B \xi)}{(\xi, A \xi)} \leqslant \frac{1}{2} \frac{\|B\|}{\delta}$,
so that $\Gamma_{+} \geqslant-\frac{1}{2}\|B\| / \delta, \Gamma_{-} \leqslant \frac{1}{2}\|B\| / \delta$, and (H4) holds. Since $\|2 \omega A+B\| \leqslant 2|\omega|\|A\|+\|B\|$ for all real $\omega, J_{+}$and $J_{-}$contain all positive integers $n \geqslant M+1$. We show that $\Omega_{n}^{+} \rightarrow \infty$ and $\Omega_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$. Given $N>0$, there exists a positive integer $m \geqslant M$ such that $\lambda_{m+1}>\|H\|+\|A\|(N$ $+\|B\| / 2 \delta)^{2}$. Let $V_{m} \equiv \operatorname{span}\left\{\phi_{1}, \ldots, \phi_{m}\right\} \supset \Delta_{+}$, and let $n>m$. Then given any $V \in S_{n}$, there exists a nonzero
$\xi \in V$ such that $\xi \perp V_{m}$, and so $\xi=\sum_{m+1}^{\infty}\left(\phi_{k}, \xi\right) \phi_{k},\|\xi\|^{2}$
$=\sum_{m+1}^{\infty}\left|\left(\phi_{k}, \xi\right)\right|^{2}$,

$$
\begin{aligned}
-(\xi, C \xi)= & (\xi, L \xi)-(\xi, H \xi) \\
& \geqslant\left.\sum_{m+1}^{\infty} \lambda_{k}\left(\phi_{k}, \xi\right)\right|^{2} \\
& -\|H\|\|\xi\|^{2} \geqslant\left(\lambda_{m+1}-\|H\|\right)\|\xi\|^{2}>\|A\|(N \\
& +\|B\| / 2 \delta)^{2}\|\xi\|^{2}
\end{aligned}
$$

Now $\xi \in V$ and $\xi \perp V_{m}$ implies $\xi \in \Delta_{-} \subset D$, and we have

$$
\begin{aligned}
& Q_{+}(\xi) \geqslant-\frac{\|B\|}{2 \delta}+\|A\|^{-1 / 2}\left(\frac{-(\xi, C \xi)}{(\xi, \xi)}\right)^{1 / 2}>N \\
& Q_{-}(\xi) \leqslant \frac{\|B\|}{2 \delta}-\|A\|^{-1 / 2}\left(\frac{-(\xi, C \xi)}{(\xi, \xi)}\right)^{1 / 2}<-N
\end{aligned}
$$

so that

$$
\sup _{\eta \in v \cap_{D}} Q_{+}(\eta) \geqslant Q_{+}(\xi)>N, \quad \inf _{\eta \in v \cap_{D}} Q_{-}(\eta) \leqslant Q_{-}(\xi)<-N
$$

Since $V$ was an arbitrary element of $S_{n}$, we conclude that $\Omega_{n}^{+} \geqslant N$ and $\Omega_{n}^{-} \leqslant-N$ for all $n>m$, i. e., $\Omega_{n}^{+} \rightarrow \infty$ and $\Omega_{n}^{-} \rightarrow-\infty$ as $n \rightarrow \infty$. In particular, the sets $N_{+}=\left\{n \mid \Omega_{n}^{+} \geqslant \Gamma_{-}\right\}$ and $N_{-}=\left\{n \mid \Omega_{n}^{-} \leqslant \Gamma_{+}\right\}$are nonempty, and since $J_{+} \supset N_{+}$and $J_{-} \supset N_{-}$, we conclude from Theorems 2 and 3 that
$\Lambda_{k}\left(\Omega_{k}^{+}\right)=0$ for $k \geqslant \inf N_{+}$and $\Lambda_{k}\left(\Omega_{k}^{-}\right)=0$ for $k \geqslant \inf N_{-}$. The remainder of the theorem now follows immediately from Theorem 5.
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A geometric symmetry group is defined as a point transformation of a Riemannian manifold combined with a transformation law for the field as a geometrical object. A covariant definition of invariance of an action integral is given. It is shown that geometric invariance groups can be determined from knowledge of a tensor $S_{\beta}^{a}$ which can be computed from the density function $L$ in the action integral. A general form for conservation laws due to geometric symmetry is given. Results are applied to electromagnetic fields and it is shown that the Bessel-Hagen conservation laws represent all of the possible conservation laws for electromagnetic fields arising from geometric symmetry.

## 1. INTRODUCTION

It is well known that if field equations can be derived from a variational principle, then symmetries of the action integral correspond to conservation laws for the physical system. This correspondence between symmetry groups and conservation laws is stated mathematically in the Noether theorems. ${ }^{1}$ In the early work by Noether and Bessel-Hagen ${ }^{2}$ the concept of a symmetry group was very broad. In fact Bessel-Hagen viewed a symmetry group as simply a change of variables in the action integral which left the integral invariant. In recent years authors concerned with applications of the Noether theorems to physical theories seem to have adopted a more restrictive view of symmetry transformations. Given an integral

$$
W=\int d x g^{1 / 2} L\left(\phi_{A}, \partial_{\alpha} \phi_{A}\right)
$$

where $\phi_{A}$ is a geometrical object representing the field, a coordinate transformation in infinitesimal form

$$
\begin{equation*}
\bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha} \tag{1}
\end{equation*}
$$

is introduced and object $\phi_{A}$ is transformed according to its mathematical nature as a geometrical object. From the fact that $L$ is assumed to be a scalar, invariance under coordinate transformations from the Lorentz Group results.

So far as the methematical statement of the Noether theorems is concerned, it is possible to transform coordinates $x^{\alpha}$ and field varibles $\phi_{A}$ independently. If in fact transformation (1) represents a coordinate transformation, it seems logical to try transforming $\phi_{A}$ as a tensor or vector, perhaps, but it is not necessary to do this if symmetries can be found by transforming $\phi_{A}$ in some other way. Hence, in this paper the combined transformation

$$
\begin{align*}
& \bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}  \tag{2}\\
& \phi_{A}(x) \rightarrow \bar{\phi}_{A}(\bar{x})
\end{align*}
$$

where $\bar{\phi}_{A}(\bar{x})$ is determined by the transformation properties of a $\phi_{A}$ as a geometrical object, will be called a geometric transformation of an action integral to indicate its special nature. However, the transformation

$$
\bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}
$$

will not be treated as a coordinate transformation. This may sound contradictory, but it is not. As just pointed out the transformations of $x^{\alpha}$ and $\phi_{A}$ are independent so far as application of the Noether theorems is concerned.

Hence, the transformation of $\phi_{A}$ selected above was singled out simply because it is the usual choice in the literature and not because of any assumptions about the nature of the transformation of variables $x^{\alpha}$. Any transformation such as (1) can be interpreted either as a coordinate transformation or a point transformation. ${ }^{3}$ In this paper Eq. (1) will be interpreted as a point transformation for a good reason. In the calculations to follow we assume only a Riemannian manifold as the underlying space. Then to achieve covariant results in our calculations, it becomes apparent that $\Delta x^{\alpha}$ in (1) must be a vector. That is the case if (1) is a point transformation, but it does not make sense to treat $\Delta x^{\alpha}$ as a vector when (1) is a coordinate transformation (many authors do so, however). Hence $\phi_{A}$ in (2) is not being transformed to a new coordinate system, but is being dragged along as we move from point $x$ to point $\bar{x}$ in the manifold.

Specification of our viewpoint toward (1) is crucial when we decide how to handle metric tensor $g_{\alpha \beta}$ in the following calculations. We shall agree not to introduce any local variation of the metric and operate at all times within a fixed coordinate system. Hence, given point transformation $\bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}, g_{\mu \nu}(x)$ transforms to $g_{\mu \nu}(\bar{x})$.

Under the above conditions it is possible to give a very general analysis of invariance of action integrals and a description of all possible conservation laws resulting from geometric symmetry. It must be kept in mind, however, that other kinds of symmetry groups are conceivable. In fact, the arguments in this paper prove that other symmetry groups must exist for electromagnetic fields and perhaps others, because conservation laws are known to exist which do not fit the pattern produced in this paper for conservation laws arising from geometric symmetry.

## 2. GEOMETRIC SYMMETRY GROUPS FOR INTEGRALS

We shall assume real numbers ( $x^{1}, x^{2}, x^{3}, x^{4}$ ) are coordinates of points in a Riemannian manifold with metric tensor $g_{\alpha \beta}$. The coordinate system will be kept fixed and the metric tensor will not be given any local variation. To illustrate the ideas we shall study an integral

$$
\begin{equation*}
W=\int_{\Omega} d x g^{1 / 2} L\left(\phi_{\alpha}, \nabla_{\beta} \phi_{\alpha}\right) \tag{3}
\end{equation*}
$$

but similar calculations can be made for other kinds of
geometrical objects $\phi_{A}$. A geometric transformation group is specified by

$$
\begin{align*}
& \bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}=\bar{x}^{\alpha}+\xi_{k}^{\alpha} \epsilon k  \tag{4}\\
& \bar{\phi}_{\alpha}(\bar{x})=\phi_{\beta}(x) \frac{\partial x^{\beta}}{\partial \bar{x}^{\alpha}}
\end{align*}
$$

where generators $\xi_{k}^{*}$ are functions of the $x^{\alpha}$ and $\epsilon^{1}, \ldots$, $\epsilon^{\tau}$ are independent parameters. We assume tensor $\nabla_{\beta} \phi_{\alpha}$ is transformed by rule

$$
\overline{\nabla_{\alpha} \phi_{B}}=\nabla_{\mu} \phi_{\nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{\alpha}} \frac{\partial x^{\nu}}{\partial \bar{x}^{\beta}} .
$$

It is convenient to let $\nabla_{\alpha} \phi_{\beta}=F_{\alpha \beta}$ in the following, so we shall do so. The usual total variations of $\phi_{\alpha}$ and $F_{\alpha \beta}$ are defined by

$$
\begin{aligned}
& \bar{\phi}_{\alpha}(\bar{x})=\phi_{\alpha}(x)+\Delta \phi_{\alpha}, \\
& \bar{F}_{\alpha \beta}(\bar{x})=F_{\alpha \beta}(x)+\Delta F_{\alpha \beta} .
\end{aligned}
$$

Variations $\Delta \phi_{\alpha}$ and $\Delta F_{\alpha \beta}$ are not vectors or tensors, however. This causes difficulties in attempts to produce convariant results in the following. It was shown by Plybon in a recent paper ${ }^{4}$ that covariant forms of the Noether theorems could be produced by redefining total variations as follows. Given $\Delta \phi_{\alpha}$ as above the local variation of $\phi_{\alpha}$ is

$$
\delta \phi_{\alpha}=\bar{\phi}_{\alpha}(x)-\phi_{\alpha}(x)
$$

and $\delta \phi_{\alpha}$ can be computed from $\Delta \phi_{\alpha}$ by $\delta \phi_{\alpha}=\Delta \phi_{\alpha}$ $-\partial_{\beta} \phi_{\alpha} \Delta x^{\beta}$. Let

$$
\begin{equation*}
(\Delta \phi)_{\alpha}=\delta \phi_{\alpha}+\nabla_{\lambda} \phi_{\alpha} \Delta x^{\lambda} . \tag{5}
\end{equation*}
$$

Similarly, let

$$
\begin{equation*}
(\Delta F)_{\alpha \beta}=\delta F_{\alpha \beta}+\nabla_{\lambda} F_{\alpha \beta} \Delta x^{\lambda} . \tag{6}
\end{equation*}
$$

For geometric transformation (4) we find

$$
\begin{equation*}
(\Delta \phi)_{\alpha}=-\phi_{u} \nabla_{\alpha} \Delta \dot{x}^{u} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
(\Delta F)_{\alpha \beta}=-F_{\alpha \nu} \nabla_{\beta} \Delta x^{\nu}-F_{\nu \beta} \nabla_{\alpha} \Delta x^{\nu} . \tag{8}
\end{equation*}
$$

Now using these vector total variations we define the total variation of integral (3) by

$$
\begin{align*}
\Delta W= & \int_{\Omega} d \bar{x} \bar{g}^{1 / 2} L\left[\phi_{\alpha}+(\Delta \phi)_{\alpha}, F_{\mu \nu}+(\Delta F)_{\mu \nu}\right] \\
& -\int_{\Omega} d x g^{1 / 2} L\left(\phi_{\alpha}, F_{\mu \nu}\right) . \tag{9}
\end{align*}
$$

We say geometric transformations (4) form a geometric symmetry group if $\Delta W=0$. This is similar to the usual definition of a symmetry group for an integral, but not quite the same due to use of vector total variations. This can be expected to have some effect on the resulting symmetry group. In flat spaces nothing has been changed but in Riemannian spaces in general we have a new concept of a symmetry transformation. The precise nature of a symmetry transformation in a generally covariant theory does not seem clear in current literature, so some definition is in order. The definition selected here seems necessary to this author in order to produce covariant results. We shall now com-
pute $\Delta W$ and show how geometric symmetry groups can be determined. We have

$$
\bar{g}^{1 / 2}=g(\bar{x})^{1 / 2}=g^{1 / 2}\left(1+\Gamma_{\rho \alpha}^{\rho} \Delta x^{\alpha}\right)
$$

and

$$
d \bar{x}=d x\left(1+\partial_{\alpha} \Delta x^{\alpha}\right) .
$$

Hence,

$$
\begin{equation*}
d x g^{g^{1 / 2}}=d x g^{1 / 2}\left(1+\nabla_{\alpha} \Delta x^{\alpha}\right) \tag{10}
\end{equation*}
$$

Substitution of (10) into (9) and some rearrangement yields
$\Delta W=\int_{\Omega} d x g^{1 / 2}\left(L \nabla_{\alpha} \Delta x^{\alpha}+\frac{\partial L}{\partial \phi_{\alpha}}(\Delta \phi)_{\alpha}+\frac{\partial L}{\partial F_{\lambda \rho}}(\Delta F)_{\lambda \rho}\right)$.

Now using (7) and (8) we find

$$
\begin{equation*}
\Delta W=\int_{\Omega} d x g^{1 / 2} S_{\nu}^{\beta} \nabla_{B} \Delta x^{\nu} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\nu}^{\beta}=L \delta_{\nu}^{\beta}-\frac{\partial L}{\partial \phi_{\beta}} \phi_{\nu}-\frac{\partial L}{\partial F_{\alpha \beta}} F_{\alpha \nu}-\frac{\partial L}{\partial F_{B \alpha}} F_{\nu \alpha} . \tag{13}
\end{equation*}
$$

Given (3) we can compute $S^{\beta}{ }_{\nu}$ from (13). Tensor $S^{\beta}{ }_{\nu}$ determines $\Delta W$ for a given point transformation. From the form of $S^{\beta}{ }^{\prime}$ we can determine which point transformations will lead to geometric symmetries.

## 3. SOME SPECIAL CASES

Suppose $S^{B \nu}=S^{\nu \beta}$. Then

$$
S^{\beta}{ }_{\nu} \nabla_{\beta} \Delta x^{\nu}=\frac{1}{2} S^{\beta \nu}\left(\nabla_{\beta} \Delta x_{\nu}+\nabla_{\nu} \Delta x_{\beta}\right) .
$$

Hence

$$
\begin{equation*}
\Delta W=0 \text { if } \nabla_{\beta} \Delta x_{\nu}+\nabla_{\nu} \Delta x_{\beta}=0 \tag{14}
\end{equation*}
$$

Equation (14) is Killing's equation and we have found $\bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}$ produces a geometric symmetry if $\Delta x^{\alpha}$ is a Killing vector. In this case our point transformation is a motion for the manifold. Such transformations are well known in the literature and have been studied extensively. ${ }^{5}$ In the case of a Minkowski space we have the Lorentz group as the group of motions.
Suppose further $S^{\alpha \beta}=S^{\beta \alpha}$ and $S_{\alpha}^{\alpha}=0$. Now we find if

$$
\nabla_{\beta} \Delta x_{\nu}+\nabla_{\nu} \Delta x_{\beta}=\psi(x) g_{\nu \beta}
$$

for some scalar $\psi(x)$, then

$$
S^{\beta}{ }_{\nu} \nabla_{\beta} \Delta x^{\nu}=\frac{1}{2} S^{\alpha}{ }_{\alpha} \psi(x)=0 .
$$

If $\Delta x^{\nu}$ satisfies the above condition then

$$
\bar{x}^{\alpha}=x^{\alpha}+\Delta x^{\alpha}
$$

is a conformal point transformation. Hence the group of conformal transformations yields a geometric symmetry group if $S^{\alpha \beta}=S^{\beta \alpha}$ and $S_{\alpha}^{\alpha}=0$.

The preceding results look familiar since all of the above is well known if $S^{\alpha}{ }_{\nu}$ is the energy-momentum tensor for a field. However, $S^{\alpha}{ }_{\nu}$ as defined above has not been shown to be such an energy-momentum tensor. In fact, in covariant theories it is not easy to explain what an energy-momentum tensor should be in general.

The special cases of $S_{\beta}^{\alpha}$ examined above are probably the most important ones for classical field theories, but it is conceivable that some other special properties of $S^{\alpha}{ }_{\beta}$ might arise in a given theory leading to other geometric symmetry groups.

A particularly interesting application of the preceding to electromagnetic fields can be made. Let $\phi_{\alpha}$ be the 4-potential and let

$$
f_{u \nu}=\nabla_{\mu} \phi_{\nu}-\nabla_{\nu} \phi_{\mu}
$$

Let $L=-\frac{1}{4} f_{\mu \nu} f^{\mu \nu}$.
Then

$$
\begin{equation*}
W=\int d x g \frac{1}{2} L \tag{15}
\end{equation*}
$$

is an action integral for the electromagnetic field in vacuum. From (13) we find

$$
\begin{equation*}
S_{\nu}^{\beta}=-\frac{1}{4} f_{\lambda \rho} f^{\lambda \rho} \delta_{\nu}^{\beta}+f^{\alpha \beta} f_{\alpha \nu} \tag{16}
\end{equation*}
$$

which we recognize as the conventional energy-momentum tensor for the field. Since $S^{\beta \nu}=S^{\nu \beta}$ and $S_{\alpha}^{\alpha}=0$ in this case, then the conformal group of point transformations yields a geometric symmetry group for the field by our preceding arguments. This result is well known in flat spaces. The argument given here shows it to be true in any Riemannian manifold. The nature of the conformal group varies from one manifold to another, however, and in fact some manifolds do not admit any conformal point transformations.

## 4. FORM OF THE CONSERVATION LAWS

When a symmetry group exists this implies existence of conservation laws. It will be shown now that a rather general form can be given for all the conservation laws arising from (3) because of geometric symmetries. It was shown by the author ${ }^{4}$ that if any symmetry transformation as defined above exists, then $\nabla_{\alpha} P^{\alpha}=0$ where

$$
\begin{equation*}
P^{\alpha}=T_{\lambda}^{\alpha} \Delta x^{\lambda}+\frac{\partial L}{\partial F_{\alpha \beta}}(\Delta \phi)_{\beta} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\lambda}^{\alpha}=L \delta_{\lambda}^{\alpha}-\frac{\partial L}{\partial F_{\alpha \beta}} F_{\lambda \beta} . \tag{18}
\end{equation*}
$$

Suppose

$$
\Delta x^{\lambda}=\xi_{k}^{\lambda} \epsilon^{k}
$$

Then

$$
(\Delta \phi)_{B}=-\phi_{u} \nabla_{B} \xi_{k}^{\mu} \epsilon^{k}
$$

and

$$
\begin{equation*}
P^{\alpha}=\left(T_{\lambda}^{\alpha} \xi_{k}^{\lambda}-\frac{\partial L}{\partial F_{\alpha \beta}} \phi_{\mu} \nabla_{\beta} \xi_{k}^{\mu}\right) \epsilon^{k}=P_{k}^{\alpha} \epsilon^{k} \tag{19}
\end{equation*}
$$

Due to independence of parameters $\epsilon^{k}$ we conclude

$$
\nabla_{\alpha} P_{k}^{\alpha}=0 \text { for } k=1,2, \ldots, r
$$

These are the desired conservation laws. It is worthwhile to express vectors $P_{k}^{\alpha}$ in terms of $S_{\beta}^{\alpha}$ to illustrate
the explicit nature of these conservation laws.
In the following let

$$
\frac{\partial L}{\partial F_{\alpha \beta}}=L^{\alpha \beta}
$$

Now from (19) we have

$$
P_{k}^{\alpha}=T_{\lambda}^{\alpha} \xi_{k}^{\lambda}-L^{\alpha \beta} \phi_{\mu} \nabla_{\beta} \xi_{k}^{\mu}
$$

But

$$
L^{\alpha \beta} \phi_{\mu} \nabla_{\beta} \xi_{k}^{\mu}=L^{\alpha \beta}\left[\nabla_{\beta}\left(\phi_{\mu} \xi_{k}^{\mu}\right)-\nabla_{\beta} \phi_{\mu} \xi_{k}^{\mu}\right]
$$

Hence

$$
P_{k}^{\alpha}=T_{\lambda}^{\alpha} \xi_{k}^{\lambda}+L^{\alpha \beta} F_{\beta \lambda} \xi_{k}^{\lambda}-L^{\alpha \beta} \nabla_{\beta}\left(\phi_{\mu} \xi_{k}^{\mu}\right)
$$

or

$$
P_{k}^{\alpha}=\left\langle L \delta_{\lambda}^{\alpha}-L^{\alpha \beta} F_{\lambda \beta}+L^{\alpha \beta} F_{\beta \lambda}\right) \xi_{k}^{\lambda}-L^{\alpha \beta} \nabla_{\beta}\left(\phi_{\mu} \xi_{k}^{\mu}\right) .
$$

Using the definition of $S_{\lambda}^{\alpha}$, we see

$$
\begin{aligned}
P_{k}^{\alpha}= & \left(S_{\lambda}^{\alpha} \xi_{k}^{\lambda}\right)+B^{\rho \alpha} F_{\rho \lambda} \xi_{k}^{\lambda}+\frac{\partial L}{\partial \phi_{\alpha}} \phi_{\lambda} \xi_{k}^{\lambda} \\
& -\nabla_{\beta}\left(L^{\alpha \beta} \phi_{\mu} \xi_{k}^{\mu}\right)+\nabla_{\beta} L^{\alpha \beta}\left(\phi_{\mu} \xi_{k}^{\mu}\right)
\end{aligned}
$$

where $B^{\rho \alpha}=L^{\rho \alpha}+L^{\alpha \rho}$.
Assuming $\phi_{\alpha}$ satisfies the field equations, then

$$
\frac{\partial L}{\partial \phi_{\alpha}}=\nabla_{\beta} L^{\beta \alpha}
$$

so we find

$$
\begin{equation*}
P_{k}^{\alpha}=\left(S_{\lambda}^{\alpha} \xi_{k}^{\lambda}\right)+B^{\rho \alpha} F_{\rho \lambda} \xi_{k}^{\lambda}+\nabla_{B} B^{\beta \alpha}\left(\phi_{\lambda} \xi_{k}^{\lambda}\right)-\nabla_{B}\left(L^{\alpha \beta} \phi_{\lambda} \xi_{k}^{\lambda}\right) \tag{20}
\end{equation*}
$$

Derivation of (20) was motivated by the author's observation that most conserved vectors for field theories have the form

$$
S_{\lambda}^{\alpha} \xi_{k}^{\lambda}
$$

which appears as the first term of (20). So it was felt that possibly all conserved vectors associated with geometric symmetries were of this form. In the attempt to show this (20) arose. We see the situation is not so simple as expected. Tensor $S^{\alpha}$ and generators $\xi_{k}^{\lambda}$ do not determine conserved vectors by themselves. Although more complicated than expected (20) does represent all possible conserved vectors arising from geometric symmetry and can be useful in recognizing such conservation laws.

For instance, in recent years several papers have appeared describing infinitely many divergenceless expressions believed by some to represent new conserved quantities for electromagnetic fields in vacuum. ${ }^{6}$ These so-called conservation laws should be related to some symmetry transformations for the action integral. In the case of electromagnetic fields $L^{\alpha \beta}=-L^{\beta \alpha}$ so $B^{\alpha \beta}$ $=0$ and (20) reduces to

$$
\begin{equation*}
P_{k}^{\alpha}=S_{\lambda}^{\alpha} \xi_{k}^{\lambda}-\nabla_{B}\left(L^{\alpha \beta} \phi_{\lambda} \xi_{k}^{\lambda}\right) \tag{21}
\end{equation*}
$$

All conserved vectors for electromagnetic fields in vacuum connected with geometric symmetries must be of this form. In Minkowski space we have

$$
\partial_{\alpha} P_{k}^{\alpha}=\partial_{\alpha}\left(S_{\lambda}^{\alpha} \xi_{k}^{\lambda}\right)-\partial_{\alpha} \partial_{\beta}\left(L^{\alpha \beta} \phi_{\lambda} \xi_{k}^{\lambda}\right)
$$

and the second term vanishes because of antisymmetry
of $L^{\alpha \beta}$. Hence all conservation laws due to geometric symmetries have the form

$$
\begin{equation*}
\partial_{\alpha}\left(S_{\lambda}^{\alpha} \xi_{k}^{\lambda}\right)=0 \tag{22}
\end{equation*}
$$

The symmetry group in this case is the conformal group and (22) yields the fifteen Bessel-Hagen conservation laws. These are the only possible conservation laws for electromagnetic fields in vacuum related to geometric symmetries. The recent conservation laws due to Lipkin and others are not of this form so they cannot be related to geometric symmetries.

## 5. SUMMARY OF RESULTS

It has been pointed out that the symmetry transformations employed by most authors today when applying the Noether theorems are more restricted than necessary. This suggests defining geometric symmetry transformations as those in current use with some clarification concerning the real meaning of these transformations. It has been shown the geometric symmetry transformations for a given integral are determined by tensor $S_{\beta}^{\alpha}$ defined by (13). By use of this tensor we finc once more
the geometric symmetry group for electromagnetic fields is the conformal group in any Riemannian manifold. If we do not insist on geometric transformations then other symmetry transformations may exist and apparently do. It is possible to write down a general form (20) for all conserved vectors related to geometric symmetry. In the case of electromagnetic fields we find the Bessel-Hagen conservation laws are the only ones which can arise from geometric symmetry.
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# Eight-vertex model on the honeycomb lattice* 

F. Y. Wu ${ }^{\dagger}$<br>Research School of Physical Sciences, The Australian National University, Canberra, ACT. 2601, Australia<br>(Received 20 December 1973)<br>The most general vertex model defined on a honeycomb lattice is the eight-vertex model. In this paper it is shown that the symmetric eight-vertex model reduces to an Ising model with a nonzero real or pure imaginary magnetic field $H$. The equivalent Ising model is either ferromagnetic with $e^{2 H / k T}$ real or antiferromagnetic with $e^{2 H / k T}$ unimodular. The exact transition temperature and the order of phase transition in the former case are determined. As an application of the result we verify the absence of a phase transition in the monomer-dimer system on the honeycomb lattice.

## 1. INTRODUCTION

The vertex model in statistical mechanics plays an important role in the study of phase transitions in lattice systems. A case of current interest is the eightvertex model on a square lattice. ${ }^{1,2}$ This is a rather special model in which only a limited number of the possible vertex types are allowed. The most general one on a square lattice would be the sixteen-vertex model. ${ }^{3}$ Unfortunately, except in some special cases, ${ }^{4,5}$ the behavior of this general model is not known.

In this paper we consider the counterpart of the six-teen-vertex model of a square lattice for the honeycomb lattice. That is, we consider an eight-vertex model defined on the hexagonal lattice. It turns out that we can say a lot more in this case. While the exact solution of this model still proves to be elusive in most cases, we can make definite statements about its phase transition. In particular, the exact transition temperature can be quite generally determined. An application of our result is the verification of the absence of a phase transition in the monomer-dimer system on the honeycomb lattice.

## 2. DEFINITION OF THE MODEL

In the study of a vertex model one is interested in the evaluation of a graph generating function. Consider a honeycomb lattice and draw bonds (graphs) along the lattice edges such that each edge can be independently "traced" or left "open." Denote the traced (resp. open) edges by solid (resp. broken) lines; then, as shown in Fig. 1, there are eight possible vertex configurations. With each type of vertex configuration we associate a vertex weight $a, b, c$, or $d$ (see Fig. 1). Our object is to evaluate the generating partition function

$$
\begin{equation*}
Z=Z(a, b, c, d)=\sum_{G} a^{n_{0}} b^{n_{1}} c^{n_{2}} d^{n_{3}}, \tag{1}
\end{equation*}
$$

where the summation is over all possible graphs on the lattice and, for a given graph $G, n_{i}$ is the number of vertices having $i$ solid lines (or bonds). This defines an "eight-vertex" model for the honeycomb lattice.

Since all possible vertex types are allowed, this eight-vertex model is the counterpart of the sixteenvertex model of a square lattice. Note that we do not distinguish the bonds in different directions. Whereas it is possible to consider the further generalization of eight different weights, we shall not go into this complication in this paper. As a motivation we point out some special cases of interest. When $c=d=0$, the partition function (1) becomes the monomer-dimer gen-
erating function for the honeycomb lattice. When $b=d$ $=0, Z$ reduces to the partition function of a zero-field Ising model, which can be evaluated by pfaffians.
In a statistical model of phase transitions, the vertex weights are the Boltzmann factors

$$
\begin{array}{ll}
a=\exp \left(-\epsilon_{0} / k T\right), & b=\exp \left(-\epsilon_{1} / k T\right) \\
c=\exp \left(-\epsilon_{2} / k T\right), & d=\exp \left(-\epsilon_{3} / k T\right) \tag{2}
\end{array}
$$

where $\epsilon_{i}$ is the energy of a vertex having $i$ bonds. While the weights (2) are always positive, the symmetry relations to be derived below are valid more generally for any real or complex weights.

## 3. SYMMETRY RELATIONS

The partition function (1) possesses a number of symmetry properties. Interchanging the solid and broken lines in Fig. 1, we obtain the symmetry relation

$$
\begin{equation*}
Z(a, b, c, d)=Z(d, c, b, a) \tag{3}
\end{equation*}
$$

Also since both the total number of vertices, $N$, and the number of vertices with odd number of bonds are even, we have the negation symmetry

$$
\begin{align*}
Z(a, b, c, d) & =Z(-a,-b,-c,-d) \\
& =Z(-a, b,-c, d) \\
& =Z(a,-b, c,-d) \tag{4}
\end{align*}
$$

The weak graph expansion ${ }^{6}$ yields an additional symmetry relation. For its derivation it is most convenient to use Wegner's formulation ${ }^{7}$ of the weak-graph expansion. Denote the vertex weights by $\omega(i, j, k)$, where $i, j, k= \pm 1$ are the edge indices such that +1 corresponds to no bond and -1 corresponds to a bond on the edge. I.e., $\omega(+,+,+)=a, \omega(+,+,-)=\omega(+,-,+)=\omega(-,+,+)$ $=b, \omega(+,-,-)=\omega(-,+,-)=\omega(-,-,+)=c$, and $\omega(-,-,-)=d$. Define a set of new vertex weights $\omega^{*}(+,+,+)=a^{*}$, etc. by

$$
\begin{equation*}
\omega^{*}(\alpha, \beta, \gamma)=\sum_{i, k} V_{\alpha i} V_{\beta j} V_{\gamma k} \omega(i, j, k) \tag{5}
\end{equation*}
$$



FIG. 1. The eight vertex configurations and the associated weights for a honeycomb lattice.
where the $2 \times 2$ matrix $V$ having elements $V_{a i}$ satisfies

$$
\begin{equation*}
V \widetilde{V}=I \tag{6}
\end{equation*}
$$

$I$ being the identity matrix. We then have the weakgraph symmetry

$$
\begin{equation*}
Z(a, b, c, d)=Z\left(a^{*}, b^{*}, c^{*}, d^{*}\right) \tag{7}
\end{equation*}
$$

There are two possible choices for $V$ :

$$
V(y)=\left(1+y^{2}\right)^{-1 / 2}\left(\begin{array}{rr}
1 & y  \tag{8}\\
y & -1
\end{array}\right)
$$

or

$$
U(y)=\left(1+y^{2}\right)^{-1 / 2}\left(\begin{array}{rr}
1 & y  \tag{9}\\
-y & 1
\end{array}\right)
$$

for aribitrary (real or complex) $y$. The explicit transformation generated by (8) is

$$
\begin{align*}
& a^{*}=\left(1+y^{2}\right)^{-3 / 2}\left[a+3 y b+3 y^{2} c+y^{3} d\right] \\
& b^{*}=\left(1+y^{2}\right)^{-3 / 2}\left[y a-\left(1-2 y^{2}\right) b+\left(y^{3}-2 y\right) c-y^{2} d\right]  \tag{10}\\
& c^{*}=\left(1+y^{2}\right)^{-3 / 2}\left[y^{2} a+\left(y^{3}-2 y\right) b+\left(1-2 y^{2}\right) c+y d\right] \\
& d^{*}=\left(1+y^{2}\right)^{-3 / 2}\left[y^{3} a-3 y^{2} b+3 y c-d\right]
\end{align*}
$$

The transformation generated by (9) leads to identical vertex weights subject to the negation symmetry $b^{*} \rightarrow-b^{*} ; d^{*} \rightarrow-d^{*}$ hence is not independent. We shall write (10) in the short-hand notation

$$
\begin{equation*}
\omega^{*}(y)=V(y) \omega . \tag{11}
\end{equation*}
$$

It is also seen that two consecutive transformations are equivalent to a single one:

$$
\begin{equation*}
V(x) V(y)=U\left(\frac{y-x}{1+x y}\right) \tag{12}
\end{equation*}
$$

In particular we have

$$
\begin{equation*}
V(y) V(y)=I_{0} \tag{13}
\end{equation*}
$$

## 4. SPECIAL SOLUTIONS

Before we consider the model with general weights, it is useful to first consider some special cases whose solutions are known

$$
\text { A. } b=u a, c=u^{2} a, d=u^{3} a
$$

The vertex weights in this case can be converted into the bond weight $u^{2}$. Since all graphs are included in (1), we then obtain

$$
\begin{align*}
Z & =a^{N} Z\left(1, u, u^{2}, u^{3}\right) \\
& =a^{N}\left(1+u^{2}\right)^{3 N / 2} . \tag{14}
\end{align*}
$$

Here we see a simple example for which the partition function (1) does not exhibit a phase transition.

## B. $b=d=0$

Here only the vertices with even number ( 0 or 2 ) of bonds are allowed. The graphs in (1) are then precisely those encountered in the high-temperature expansion of a zero-field Ising model. Writing

$$
\begin{equation*}
c / a=\tanh K \tag{15}
\end{equation*}
$$

we then obtain

$$
Z=Z(a, 0, c, 0)
$$

$$
\begin{align*}
& =a^{N} Z(1,0, \tanh K, 0) \\
& =a^{N} 2^{-N}(\cosh K)^{-3 N / 2} Z_{\text {Ialng }}(0, K), \tag{16}
\end{align*}
$$

where more generally $Z_{\text {rising }}(L, K)$ is the partition function of an Ising model on the honeycomb lattice with interactions $-k T K$ and a magnetic field $-k T L$. From the known expression ${ }^{8}$ of $Z_{\text {ising }}(0, K)$ given by (A1) we obtain, in the large $N$ limit,

$$
\begin{align*}
\frac{1}{N} \ln Z & =\left(16 \pi^{2}\right)^{-1} \int_{0}^{2 r} d \theta \int_{0}^{2 r} d \phi \ln \left\{a^{4}+3 c^{4}+2\left(c^{4}-a^{2} c^{2}\right)\right. \\
& \times[\cos \theta+\cos \phi+\cos (\theta+\phi)]\} \tag{17}
\end{align*}
$$

We remark that (17) is valid for arbitrary (real or complex) $a$ and $c$, although the physical range of an Ising model is restricted to real values satisfying $|c / a| \leqslant 1$. The expression (17) is nonanalytic at

$$
\begin{equation*}
a / c= \pm \sqrt{3} . \tag{18}
\end{equation*}
$$

Other established properties of $Z_{\text {Ising }}(L, K)$ for $L \neq 0$ are summarized in the Appendix.

## C. $a=d, b=c$

The vertex weights are now symmetric under the interchange of the solid and the broken lines in Fig. 1. In this case we can again reduce the partition function to the form of (16). Indeed, taking $y=1$ in (10), we obtain

$$
\begin{equation*}
Z=Z((a+3 b) / \sqrt{2}, 0,(a-b) / \sqrt{2}, 0) . \tag{19}
\end{equation*}
$$

The phase transition now occurs at

$$
\begin{equation*}
a / b=3 \pm 2 \sqrt{3} \tag{20}
\end{equation*}
$$

## D. $a d=b c$

In this case we define the Ising parameters $L$ and $K$ by

$$
\begin{equation*}
z=\tanh K=c / a, \quad \tau=\tanh L=b / \sqrt{a c} . \tag{21}
\end{equation*}
$$

Then

$$
\begin{align*}
Z & =a^{N} Z\left(1, \sqrt{z} \tau, z, z^{3 / 2} \tau\right) \\
& =a^{N} 2^{-N}(\cosh L)^{-N}(\cosh K)^{-3 N / 2} Z_{\text {1sing }}(L, K) \\
& =\left(2 a^{3} c\right)^{-N}\left(a c-b^{2}\right)^{N}\left(a^{2}-c^{2}\right)^{3 N / 2} Z_{\text {Ising }}(L, K) . \tag{22}
\end{align*}
$$

Here the second step follows from the generalization of (16) to the high-temperature expansion of $Z_{\mathrm{Ising}}(L, K)$.
E. $b^{2}=a c$

In this case we have

$$
\begin{equation*}
Z=a^{N} Z\left(1, u^{-1}, u^{-2}, d / a\right), \tag{23}
\end{equation*}
$$

where $u=a / b$. The partition function on the rhs of (23) is in a form similar to that considered in Ref. 5. We then obtain in a similar fashion ${ }^{9}$
$Z=(b / a)^{2 N}\left(1+a^{2} / b^{2}\right)^{3 N / 8}(a d / b c-1)^{N / 2} Z_{\text {I } 1 \mathrm{Ing}}(L, K)$,
where

$$
\begin{align*}
& \exp (4 K)=1+a^{2} / b^{2} \\
& \exp (2 L)=\left(1+a^{2} / b^{2}\right)^{3 / 2}(a d / b c-1)^{-1} \tag{25}
\end{align*}
$$

We see that the Ising model is ferromagnetic for real
$a / b$. For the Boltzmann weights (2) (subject to $2 \epsilon_{1}=\epsilon_{0}$ $+\epsilon_{2}$ ), we find the model in general exhibits no phase transition, except for $\epsilon_{0}<\epsilon_{1}(a>b)$ and $\gamma_{0}<\left(\epsilon_{3}-\epsilon_{0}\right)\left(\epsilon_{1}-\epsilon_{0}\right)^{-1}$ $<0$ the model has a first-order phase transition at $\exp (2 L)=1$ or

$$
\begin{equation*}
\left(a^{2}+b^{2}\right)^{3 / 2}=a^{2} d-b^{3} \tag{26}
\end{equation*}
$$

Here $\gamma_{0}=3-2 \ln (27+15 \sqrt{3}) / \ln (6+4 \sqrt{3})=-0.1022204 \cdots$.

## 5. GENERAL CASE

We are now in a position to discuss the general solution for arbitrary (positive) vertex weights (2). The idea is to introduce the weak-graph transformation (10) and choose $y$ to make the new vertex weights satisfying either $a^{*} d^{*}=b^{*} c^{*}$ or $b^{* 2}=a^{*} c^{*}$. We can then use the results of the Appendix to determine the critical behavior of the vertex model. For clarity we use subscripts 1 and 2 to distinguish the two cases. That is, in analogy to (11), we write

$$
\begin{equation*}
\omega_{i}^{*} \equiv \omega^{*}\left(y_{i}\right)=V\left(y_{i}\right) \omega, \quad i=1,2 \tag{27}
\end{equation*}
$$

and consider the two cases separately.
(i) $a_{1}^{*} d_{1}^{*}=b_{1}^{*} c_{1}^{*}$ : From (27) and (10) we find $y_{1}$ given by

$$
\begin{equation*}
y_{1}^{2}-2 A y_{1}-1=0, \tag{28}
\end{equation*}
$$

where $A=\left(b^{2}-a c+b d-c^{2}\right) /(a d-b c)$. The new vertex weights $\omega_{i}^{*}=\left\{a_{1}^{*}, b_{1}^{*}, c_{1}^{*}, d_{1}^{*}\right\}$ are real if we take the positive solution

$$
\begin{equation*}
y_{1}=A+\left(A^{2}+1\right)^{1 / 2}>0 \tag{29}
\end{equation*}
$$

Then, from (10), $a_{1}^{*}>0$. Also $c_{1}^{*}$ is real since

$$
\begin{equation*}
a_{1}^{*}+c_{1}^{*}=\left(1+y_{1}^{2}\right)^{-1 / 2}\left(a+b y_{1}+c+d y_{1}\right)>0 . \tag{30}
\end{equation*}
$$

The partition function is now

$$
\begin{align*}
Z= & \left(2 a_{1}^{* 3} c_{1}^{*}\right)^{-N}\left(a_{1}^{*} c_{1}^{*}-b_{1}^{* 2}\right)^{N}\left(a_{1}^{* 2}-c_{1}^{* 2}\right)^{3 N / 2} \\
& \times Z_{\mathrm{Ising}}\left(L_{1}^{*}, K_{1}^{*}\right), \tag{31}
\end{align*}
$$

where

$$
\begin{align*}
& \exp \left(2 K_{1}^{*}\right)=\left(a_{1}^{*}+c_{1}^{*}\right) /\left(a_{1}^{*}-c_{1}^{*}\right), \\
& \exp \left(2 L_{1}^{*}\right)=\left[\left(a_{1}^{*} c_{1}^{*}\right)^{1 / 2}+b_{1}^{*}\right] /\left[\left(a_{1}^{*} c_{1}^{*}\right)^{1 / 2}-b_{1}^{*}\right] \tag{32}
\end{align*}
$$

We observe that $\exp \left(2 K_{1}^{*}\right)<1, L_{1}^{*}=$ pure imaginary if $c_{1}^{*}<0$. Since not much is known about $Z_{\text {Ising }}\left(L_{1}^{*}, K_{1}^{*}\right)$ for $K_{1}^{*}$ and $L_{1}^{*}$ in these ranges, we shall be interested only in $c_{1}^{*}>0$. We observe in particular that, for $a_{1}^{*}$ and $c_{1}^{*}$ positive, $\exp \left(2 L_{1}^{*}\right) \neq-1$.
(ii) $b_{2}^{* 2}=a_{2}^{*} c_{2}^{*}$ : From (27) and (10) we find $y_{2}$ given by

$$
\begin{equation*}
\left(b d-c^{2}\right) y_{2}^{2}+(a d-b c) y_{2}+\left(a c-b^{2}\right)=0 \text { 。 } \tag{33}
\end{equation*}
$$

The partition function is then

$$
\begin{align*}
Z= & \left(b_{2}^{*} / a_{2}^{*}\right)^{2 N}\left(1+a_{2}^{* 2} / b_{2}^{* 2}\right)^{3 N} / 8 \\
& \times\left(a_{2}^{*} d_{2}^{*} / b_{2}^{*} c_{2}^{*}-1\right)^{N / 2} Z_{\mathrm{Ising}}\left(L_{2}^{*}, K_{2}^{*}\right) . \tag{34}
\end{align*}
$$

Here the weights $a_{2}^{*}, b_{2}^{*}, c_{2}^{*}, d_{2}^{*}$ are real if the discriminant

$$
\begin{equation*}
\Delta \equiv(a d-b c)^{2}-4\left(b d-c^{2}\right)\left(a c-b^{2}\right) \tag{35}
\end{equation*}
$$

is positive. The parameters $K_{2}^{*}$ and $L_{2}^{*}$ are given by (25) with $a \rightarrow a_{2}^{*}$, etc. After some steps we find the simple
result:

$$
\begin{equation*}
\exp \left(4 K_{2}^{*}\right)=1+\Delta /\left(b d-c^{2}+a c-b^{2}\right)^{2}>0 . \tag{36}
\end{equation*}
$$

We shall consider $\Delta>0$ which corresponds to $K_{2}^{*}$ being ferromagnetic. The similar expression of $L_{2}^{*}$, which is not needed for our discussions, is rather complicated and will not be given.

The two transformations (i) and (ii) are obviously related. To see the relationship, we observe from (27), (12), and (13) that

$$
\begin{align*}
\omega_{2}^{*} & =V\left(y_{2}\right) V\left(y_{1}\right) \omega_{1}^{*} \\
& =U\left(\frac{y_{1}-y_{2}}{1+y_{1} y_{2}}\right) \omega_{1}^{*} . \tag{37}
\end{align*}
$$

Since (34) is invariant under the negation of $b_{2}^{*}$ and $d_{2}^{*}$, there exists a single transformation which relates $\omega_{1}^{*}$ to $\omega_{2}^{*}$. To effect this transformation, we set $a d=b c$ in (33) and obtain $y_{2}=(a / c)^{1 / 2}$. The new weights are then

$$
\begin{align*}
& a_{2}^{*}=4(1+a / c)^{-3 / 2}(a / c)^{2 / 2}(b+\sqrt{a c}), \\
& b_{2}^{*}=2(1+a / c)^{-3 / 2}(a / c-1)(b+\sqrt{a c}),  \tag{38}\\
& c_{2}^{*}=b_{2}^{* 2} / a_{2}^{*}, \\
& d_{2}^{*}=(1+a / c)^{-3 / 2}\left(a^{5 / 2} / c^{3 / 2}-3 a b / c+3 \sqrt{a c}-b c / a\right) .
\end{align*}
$$

Now (36) becomes, for $a d=b c$,

$$
\begin{equation*}
\exp \left(4 K_{2}^{*}\right)=[(a+c) /(a-c)]^{2} \tag{39a}
\end{equation*}
$$

Also using (38), we find

$$
\begin{align*}
\exp \left(2 L_{2}^{*}\right) & =(\sqrt{a c}+b) /(\sqrt{a c}-b), & & \text { if } a / c>1,  \tag{39b}\\
& =(b+\sqrt{a c}) /(b-\sqrt{a c}), & & \text { if } a / c<1 .
\end{align*}
$$

Letting $a=a_{1}^{*}, b=b_{1}^{*}, c=c_{1}^{*}, d=d_{1}^{*}$ in (39) and comparing with (32), we then obtain the relation

$$
\begin{align*}
& \exp \left(4 K_{2}^{*}\right)=\exp \left(4 K_{1}^{*}\right),  \tag{40}\\
& \exp \left(2 L_{2}^{*}\right)= \pm \exp \left(2 L_{1}^{*}\right), \text { for } a_{1}^{*} / c_{1}^{*} \gtrless 1 .
\end{align*}
$$

Note that while $\exp \left(2 K_{2}^{*}\right)$ can be taken to be positive, $\exp \left(2 K_{1}^{*}\right)$ can be either positive or negative. We observe from (40), (32), and (36) that $\Delta>0$ and $c_{1}^{*}>0$ are equivalent. Hence, for $\Delta>0, K_{2}^{*}$ is ferromagnetic and $\exp \left(2 L_{2}^{*}\right)$ is real.
Using the results of the Appendix, we conclude that, for $\Delta>0$, the nonanalyticity of $Z$ can occur only at $\exp \left(2 L_{2}^{*}\right)=+1$ or -1 . To distinguish these two cases, we turn to $L_{1}^{*}$. Since $\exp \left(2 K_{1}^{*}\right)$ may be negative, it is then convenient to consider the following situations separately:
(i) $a_{1}^{*}>c_{1}^{*}>0$ : From (40) and $\exp \left(2 L_{1}^{*}\right) \neq-1$, the nonanalyticity can occur only at $\exp \left(2 L_{1}^{*}\right)=\exp \left(2 L_{2}^{*}\right)=1$. By using (32) this is equivalent to

$$
\begin{equation*}
b_{1}^{*}=d_{\mathbf{1}}^{*}=0 . \tag{41}
\end{equation*}
$$

A little algebra using (28) reduces (41) to

$$
\begin{align*}
& 2(a b-c d)\left[\left(b^{2}-a c+b d-c^{2}\right)^{2}-(a d-b c)^{2}\right] \\
& \quad+(a d-b c)\left(b^{2}-a c+b d-c^{2}\right) \\
& \quad \times\left(a^{2}+d^{2}-3 b^{2}-3 c^{2}-2 a c-2 b d\right)=0 \tag{42}
\end{align*}
$$

which defines $T=T_{c}$. To see whether indeed a phase transition occurs at $T_{c}$, we observe that $K_{1}^{*}$ and $K_{2}^{*}$ are
equal and positive. Then from the result of the Appendix we need to compute $z_{c}=\left(c_{1}^{*} / a_{1}^{*}\right)_{T=T_{c}}$. The vertex model will exhibit a first-order transition if $z_{c}>1 / \sqrt{3}$, a second-order transition with an infinite specific heat if $z_{c}=1 / \sqrt{3}$, and no transition at all if $z_{c}<1 / \sqrt{3}$, even if (42) has a solution. The following useful expression of $z_{c}$ is obtained by combining (29), (10) and (41):
$z_{c}=$
$\left[\frac{4(a c+b d) A^{2}+4(a b-c d) A+(3 b+d)(d-b)+(a+3 c)(a-c)}{4\left(a^{2}+d^{2}\right) A^{2}+12(a b-c d) A+(3 b+d)^{2}+(a+3 c)^{2}}\right]_{T_{c}}$.
(ii) $c_{1}^{*}>a_{1}^{*}>0$ : In this case the nonanalyticity occurs only at $\exp \left(2 L_{2}^{*}\right)=-\exp \left(2 L_{1}^{*}\right)=-1$. Then $T_{c}$ is again given by (41) or (42). Now $K_{2}^{*}>0$ and $\exp \left(2 L_{2}^{*}\right)=-1$; hence the vertex model always has a first-order transition. Note that we can reach the same conclusion by considering $K_{1}^{*}$. In this case $\exp \left(2 K_{1}^{*}\right)<-1$ and $\exp \left(2 L_{1}^{*}\right)$ $=1$. We need only to reverse the signs of $\exp \left(2 K_{1}^{*}\right)$ and $\exp \left(2 L_{1}^{*}\right)$ which leaves $Z_{\text {1sing }}\left(L_{1}^{*}, K_{1}^{*}\right)$ unchanged, as can be seen from the low-temperature expansion.

Combining the results in (i) and (ii), we conclude that a phase transition occurs for $\Delta>0$ only if $z_{c} \geqslant 1 / \sqrt{3}$.

A special case is that (41) or (42) is an identity. Then, for all $\Delta, L_{1}^{*}=0$ and $Z$ reduces to that of a zerofield Ising model. The vertex model now exhibits the Ising-type transition (logarithmic specific heat singularity) at $T_{c}$ defined by

$$
\begin{equation*}
\Delta /\left(b d-c^{2}+a c-b^{2}\right)^{2}=(2+\sqrt{3})^{ \pm 2}-1 \tag{44}
\end{equation*}
$$

Unfortunately we are unable to make any general statement for $\Delta<0$. For $\Delta<0, K_{2}^{*}$ is antiferromagnetic and $\exp \left(2 L_{2}^{*}\right)$ is unimodular and lies on the unit circle. Presumably the zeros of an Ising antiferromagnet also distribute along the unit circle in the thermodynamic limit. ${ }^{10}$ The vertex model then in general shows a unique transition.

## 6. SUMMARY

We have established the following results for the vertex model (2):
(i) If (42) is an identity, then an Ising-type transition occurs at $T_{c}$ defined by (44), where $\Delta$ is given in (35).
(ii) For $\Delta \geqslant 0$ and (42) not an identity, a phase transition occurs at $T_{c}$ defined by (42) if $z_{c} \geqslant 1 / \sqrt{3}$, where $z_{c}$ is given in (43). Otherwise ( $z_{c}<1 / \sqrt{3}$ ) there is no phase transition. The transition is of first-order except that 'e specific heat diverges for $z_{c}=1 / \sqrt{3}$.
(iii) For $\Delta<0$ and (42) not an identity, the vertex model is related to an Ising antiferromagnet with a pure imaginary magnetic field. Nature of the transition is not known.

It is instructive to illustrate with some examples.
(i) $a=d, b=c$ : Since (42) is an identity, we find from (44) the critical condition

$$
\left(a^{2}+2 a b-3 b^{2}\right) / 4 b^{2}=(2 \pm \sqrt{3})^{2}-1
$$

which agrees with (20).
(ii) $b^{2}=a c$ : We find $\Delta=\left(a^{2} d-b^{3}\right)^{2} / a^{2}>0$ and $\exp \left(4 K_{2}^{*}\right)$ $=1+a^{2} / b^{2}$. This is in agreement with (25). It can be verified that the condition (42) is the same as that obtained from $\exp (2 L)=1$ in (25).
(iii) $b=c=d$ : We find $\Delta=b^{2}(a-b)^{2}>0$ and $\exp \left(4 K_{2}^{*}\right)$ $=2$. Since $K_{2}^{*}$ is a constant with $z_{o}^{-1}=3+2 \sqrt{2}>\sqrt{3}$, there is no phase transition.
(iv) Monomer-dimer system: For $c=d=0$ the partition function (1) becomes the monomer-dimer generating function $Z_{\mathrm{MD}}\left(a, b^{2}\right)$ where $a$ and $b^{2}$ are, respectively, the monomer and dimer activities. It is known that this system does not have a phase transition. ${ }^{11}$ We verify this by observing that $\Delta=0, K_{2}^{*}=0$. Also (42) has no solution for $c=d=0, a b \neq 0$.

To obtain a closed expression for $Z_{\mathrm{MD}}$, we find that, for $c=d=0$, either $\exp \left(2 K_{2}^{*}\right)=1$, $\exp \left(2 L_{2}^{*}\right)=-1$ or $\exp \left(2 K_{1}^{*}\right)=-1, \exp \left(2 L_{1}^{*}\right)=1$. In either case the Ising partition function is identically zero. Therefore we must take the limit $c=d \rightarrow 0$ appropriately. This leads to the expression

$$
\begin{equation*}
Z_{\mathrm{MDD}}\left(a, b^{2}\right)=\lim _{c \rightarrow 0}(b / 4 c)^{N} Z_{\mathrm{I}_{\mathrm{BL} \mathrm{Lg}}}\left(L_{2}^{*}, K_{2}^{*}\right) \tag{45}
\end{equation*}
$$

where (for small $c$ )

$$
\begin{aligned}
& \exp \left(2 K_{2}^{*}\right)=1+4 c / b \\
& \exp \left(2 L_{2}^{*}\right)=-1 \pm 2 a \sqrt{c} / b^{3 / 2}
\end{aligned}
$$
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## APPENDIX: ISING PARTITION FUNCTION

We summarize in this Appendix the relevant properties of the Ising partition function $Z_{\text {1sing }}(L, K)$.

A closed expression is known for $L=0$. In the large $N$ limit, one has ${ }^{8}$

$$
\begin{align*}
\frac{1}{N} \ln Z_{\text {Ist ng }}(0, K)= & \frac{3}{4} \ln 2+\frac{1}{16 \pi^{2}} \int_{0}^{2 \mathrm{r}} d \theta \int_{0}^{2 \boldsymbol{r}} d \phi \\
& \times \ln \left[c^{3}+1-s^{2}(\cos \theta+\cos \phi+\cos (\theta+\phi))\right] \tag{A1}
\end{align*}
$$

where

$$
c=\cosh 2 K, \quad s=\sinh 2 K
$$

The second derivative of (A1) diverges logarithmically at $\tanh K= \pm 1 / \sqrt{3}$.

A unique property of the honeycomb lattice (coordination number $=$ odd) is that the partition functions at $L=i \frac{1}{2} \pi$ and $L=0$ are related. To see this connection, consider the high-temperature expansion of $Z_{\text {Ising }}(L, K)$. Using the identities for $L=i \frac{1}{2} \pi$,

$$
\begin{equation*}
\sum_{\sigma= \pm 1} \sigma \exp (L \sigma)=2 \sinh L=2 i \tag{A2}
\end{equation*}
$$

$$
\sum_{\sigma= \pm 1} \exp (L \sigma)=2 \cosh L=0,
$$

we see that only the vertices with odd number of bonds contribute in the expansion. Thus we obtain

$$
\begin{align*}
Z_{\mathrm{Ising}}\left(i \frac{1}{2} \pi, K\right) & =(2 i)^{N}(\cosh K)^{3 N / 2} Z\left(0, \sqrt{z}, 0, z^{3 / 2}\right)  \tag{A3}\\
& =Z_{\mathrm{Ising}}(0, \widetilde{K})
\end{align*}
$$

where

$$
\tanh \widetilde{K} \tanh K=1
$$

The last step follows from the symmetry relation (3) and (16). Note that $Z_{\text {Isipg }}\left(i \frac{1}{2} \pi, K\right)$ is analytic for real $K$.

Most of the established properties for $L \neq 0$ are for ferromagnetic interactions ( $K>0$ ). For $K>0, Z_{\text {Ising }}(L, K)$ can be nonanalytic in $L$ or $K$ only at $|\exp (2 L)|=1 .{ }^{12,13}$ This means $\exp (2 L)= \pm 1$ for real $\exp (2 L)$. At $\exp (2 L)$ $=1$ the analyticity extends to all $0<z<1 / \sqrt{3}$ while the first derivative w.r.t. $L$ is discontinous for all $1 / \sqrt{3}$ $<z<1$. At $\exp (2 L)=-1$ this first derivative is presumably discontinuous for all $0<z<1$. This is similar to the result of a square lattice ${ }^{14}$ and can be easily seen to hold in both the high and low temperature limits. We hope to return in the future for an exact calculation of this discontinuity.
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#### Abstract

We investigate some kinetic properties of an isotopically disordered harmonic crystal. We prove rigorously that for almost all disordered chains the transmission coefficient of a plane wave with frequency $\omega, t_{N}(\omega)$, decays exponentially in $N$, the length of the disordered chain, with the decay constant proportional to $\omega^{2}$ for small $\omega$. The response of this system to an incident wave is related to the nature of the heat flux $J(N)$ in a disordered chain of length $N$ placed between heat reservoirs whose temperatures differ by $\Delta T>0$. We clarify the relationship between the works of various authors in the heat conduction problem and establish that for all models $J(N)-0$ as $N \rightarrow \infty$ in a disordered system. The exact asymptotic dependence of $J(N)$ on $N$ eludes us, however. We also investigate the heat flow in a simple stochastic model for which Fourier's law is shown to hold. Similar results are proven for two-dimensional systems disordered in one direction.


## 1. INTRODUCTION

There does not exist at the present time any dynamical system for which kinetic laws can be proven to hold. A kinetic law relates fluxes to gradients, e.g., Fourier's law of heat conduction. Indeed the two "standard models" of equilibrium statistical mechanics, that of the noninteracting gas for an ideal fluid and the perfect harmonic crystal for the ideal solid do not obey any macroscopic kinetic laws. The next dynamical model, in order of complexity, is the isotopically disordered harmonic system where the masses of the individual particles are independent identically distributed random variables. This paper studies the transport properties of such a system, particularly those of the disordered harmonic chain: We give new rigorous proofs of some already known (or conjectured) results and derive a few new ones.

We consider a disordered chain in which left and right end particles are coupled by some mechanism to heat baths at different temperatures; call them $T_{L}$ and $T_{R}$, $T_{L}-T_{R}=\Delta T$. Using some description of the coupling to the heat baths, ${ }^{1}$ we can compute the steady state energy flow across the chain. If $J(N)$ is the flow across a particular chain of length $N$ and $\langle J(N)\rangle$ the average of $J(N)$ over the different choices of the $N$ masses we identify $N^{-1} \Delta T$ as the "temperature gradient" across the chain and define the average conductivity of chains with length $N$ by $K(N)=\langle J(N)\rangle /(\Delta T / N)$. Fourier's law will hold if $K(N) \rightarrow K$ as $N \rightarrow \infty$ with $K$ a finite, strictly positive, constant. Fourier's law certainly fails for periodic systems. In these $J(N)$ tends to a nonzero constant as $N$ increases, i. e., $K(N)$ grows linearly with $N$. This was proven for the homogeneous chain in ${ }^{1}$ and for the general periodic chain in. ${ }^{2}$ The behavior of $J(N)$ does not depend on the dimensionality of the system: Hellemann ${ }^{3}$ investigated two-dimensional homogeneous cylindrical systems with general couplings and found the same behavior for $J(N)$ (see also Nakazawa ${ }^{4}$ ). For truly disordered chains the situation is entirely different. Here Casher and Lebowitz ${ }^{2}$ proved that $J(N) \rightarrow 0$ as $N \rightarrow \infty$ for almost every random chain (almost all is defined here with respect to the probability measure on the chains constructed from the individual distribution of each mass). Ideally we would like to decide if $\lim _{N \rightarrow \infty} K(N)$ is finite, zero, or infinite. Regretably we still cannot do this in a definite way. Some heuristic
arguments suggest ${ }^{5}$ that for the linear chain $K(N)$ decreases as $N^{-1 / 2}$. This, if true, implies that the random chain is an even poorer heat conductor than a real system and would presumably be a peculiarity related to the chain being one-dimensional. We would then have to look at two- and three-dimensional random harmonic systems to obtain models in which Fourier's law holds.

Intuitively, we picture the heat baths exciting the ends of the chain and setting up vibrations which travel along the chain. These vibrations are linear combinations of the chain's normal modes. The energy flow therefore depends on the fraction of normal modes which have significant amplitudes at both ends of the chain. We could say that a normal mode which has significant amplitude at both ends is an efficient heat carrier. In periodic systems (i.e., $m_{i}$ is periodic in $i$ ) nearly every mode is efficient and so that heat flow $J(N)$ through a periodic chain of length $N$ approaches a nonzero limit with increasing chain length. In a disordered system on the other hand nearly every mode is "localized" and so relatively few are efficient heat conductors. This leads to $J(N) \rightarrow 0$ as $N \rightarrow \infty$ for these systems.

The difference between the normal modes in periodic and disordered systems is reflected in the spectrum of the corresponding infinite chains and the character of plane wave solutions to the lattice equations of motion [a plane wave solution is one of the type $\mathbf{u}(t)=u(0) e^{i \omega t}$ ]. In a periodic chain the frequency spectrum consists of allowed bands separated by gaps. The bands are actually the spectrum of an infinite-dimensional self-adjoint matrix operator. The spectrum of this operator is absolutely continuous. At allowed frequencies the plane wave solutions are bounded periodic functions on the chain. For frequencies in the band gaps the plane wave solutions grow or decrease exponentially. In a disordered chain the corresponding spectrum is more complicated. For almost all chains the corresponding infinite matrix operator does not have any absolutely continuous spectrum. ${ }^{2}$ Indeed for every frequency $\omega>0$ the plane wave solutions of the equations of motion of the semiinfinite chain (1-2) grow exponentially for almost all chains. Borland ${ }^{6}$ was the first to appreciate this exponential growth (he used it to explain the frequent occurence of localized modes in random systems). A rigorous proof of the existence of exponentially
growing solutions for infinite chains was, however, only obtained when Matsuda and Ishii ${ }^{5}$ proved that the powerful results of Furstenberg ${ }^{7}$ apply to this system.

## The harmonic chain

We will now specify more precisely the dynamical system with which we are primarily concerned here. The harmonic chain is a one-dimensional system of particles coupled together by harmonic springs. The force between two adjacent particles is proportional to the change in the length of the connecting spring: When both particles are in their equilibrium position this force is zero. At the $n$th site there is a particle with mass $m_{n}$ whose displacement from its equilibrium position at time $t$ is $u_{n}(t)$. The center of mass movement of a finite chain of length $N$ can be removed by constraining the first and last particles by additional harmonic forces. The Hamiltonian for the system with the spring constant set equal to one, is then

$$
\begin{equation*}
H=\sum_{n=1}^{N} \frac{1}{2} m_{n} \dot{u}_{n}^{2}+\sum_{n=1}^{N-1} \frac{1}{2}\left(u_{n}-u_{n+1}\right)^{2}+\frac{1}{2} u_{1}^{2}+\frac{1}{2} u_{N}^{2} . \tag{1.1}
\end{equation*}
$$

This is often described as a chain with fixed boundary conditions because it is also obtained by considering a chain beginning with a particle labelled 0 and ending with one labelled $N+1$ and demanding that $u_{0}=u_{N+1} \equiv 0$. The equation of motion for the chain is

$$
\begin{equation*}
M_{N} \ddot{\mathbf{u}}(t)+\Phi_{N} \mathbf{u}(t)=\mathbf{0} . \tag{1.2}
\end{equation*}
$$

$\mathbf{u}(t)$ is the column vector $\left[u_{1}(t), \ldots, u_{N}(t)\right], M_{N}$ is the diagonal matrix with entries $m_{1} \cdots m_{N^{*}} \Phi_{N}$ is the $N \times N$ tridiagonal matrix with entries $\left(\Phi_{N}\right)_{i i}=2, \quad\left(\Phi_{N}\right)_{i j}$ $=-1$ for $|i-j|=1$ and $\left(\Phi_{N}\right)_{i j}=0$ otherwise.

This harmonic chain has $N$ normal modes, i.e., solutions of the form $\mathbf{u}(t)=\mathbf{u}(0) e^{i \omega t}$. Any solution of (1.2) with specified initial conditions is a linear combination of these solutions. For a normal mode (1.2) becomes

$$
\begin{align*}
& M_{N} \omega^{2} \mathbf{u}(0)=\Phi_{N} \mathbf{u}(0) \\
& \text { or } \\
& \quad \omega^{2}\left(M_{N}^{1 / 2} \mathbf{u}(0)\right)=M_{N}^{-1 / 2} \Phi_{N}\left(M_{N}^{-1 / 2} M_{N}^{1 / 2} \mathbf{u}(0)\right) \tag{1.3}
\end{align*}
$$

The normal mode frequencies are thus (determined by) the eigenvalues of the symmetric matrix $H_{N}$ $=M_{N}^{-1 / 2} \Phi_{N} M_{N}^{-1 / 2}$.

These ideas extend to a seminfinite (or infinite) harmonic chain. Again $m_{n}$ and $u_{n}$ are the mass of the $n$th particle and its displacement from its equilibrium position; $n$ runs from 1 (or $-\infty$ ) to $\infty$. We will assume that all $m_{i}$ are bounded above and below. The equations of motion for the semiinfinite chain are

$$
\begin{align*}
& m_{n} \ddot{u}_{n}+2 u_{n}-u_{n-1}-u_{n+1}=0 \quad(n>1),  \tag{1.4}\\
& m_{1} \ddot{u}_{1}+2 u_{1}-u_{2}=0 .
\end{align*}
$$

The energy

$$
E(t)=\sum_{n=1}^{\infty} \frac{1}{2} m_{n} \dot{u}_{n}^{2}+\sum_{n=1}^{\infty} \frac{1}{2}\left(u_{n}-u_{n+1}\right)^{2}+\frac{1}{2} u_{1}^{2}
$$

is a conserved quantity and so the set of solutions to (1.4) with finite initial energy span a Hilbert space $h$ whose norm is just the energy functional. For these
solutions (1.4) can be written

$$
\begin{equation*}
M \ddot{u}(t)+\Phi u(t)=0 . \tag{1.5}
\end{equation*}
$$

$\Phi$ is the bounded self-adjoint tridiagonal matrix operator on $h$ with entries $\Phi_{i i}=2, \Phi_{i j}=-1$ if $|i-j|=1$ and $\Phi_{i j}$ $=0$ otherwise. $M$ is the infinite diagonal matrix with entries $m_{i}$. It is a bounded operator on $h$. The "allowed" frequencies $\omega^{2}$ are points in the spectrum of the symmetric operator $H=M^{-1 / 2} \Phi M^{-1 / 2}$ with $\|H\| \leqslant 4 / \bar{m}, \bar{m}$ $=\min _{i}\left\{m_{i}\right\}$.

## Models of stationary heat flow

In this paper we are interested primarily in the behavior of the thermal conductivity of a random harmonic crystal. Since we are interested in a stationary flow we need to have our system coupled at its ends (left and right) to some kind of inexhaustible heat reservoirs which are maintained at temperatures $T_{L}$ and $T_{R}$ so that energy will flow steadily across the system from left to right due to the temperature difference $T_{L}-T_{R}$ $=\Delta T>0$.

In this note we use two models for the heat bath and its coupling to the chain. These were developed by Lebowitz et al. ${ }^{1,2}$ and by Rubin and Greer. ${ }^{8}$ In Lebowitz's model the heat bath is a Maxwellian gas of very light molecules. These gas molecules collide with the end particles of the chain. At each collision the momentum of the end particle is altered in a discontinuous way. Using the Maxwell-Boltzmann distribution for the velocities of the gas particles prior to a collision we can compute the probability per unit of time that the momentum of an end (chain) particle will jump from $p$ to $p^{\prime}$. This will depend on the gas temperature and the frequency of these collisions. The frequency is incorporated into a constant $\lambda$ measuring the coupling between the particle and the heat bath. Finally we get a modified Liouville equation for the Gibbs ensemble density $\mu\left(u_{1} \ldots u_{N}, p_{1} \ldots p_{N}, t\right)$ of the system, ${ }^{1,2}$ ( $p_{i}=m_{i} \dot{u}_{i}$ ),

$$
\begin{equation*}
\frac{\partial \mu}{\partial t}=\sum_{i, j=1}^{2 N}\left[\frac{\partial}{\partial x_{i}}\left(a_{i j} x_{j} \mu\right)+\frac{1}{2} d_{i j}\left(\frac{\partial^{2} \mu}{\partial x_{i} \partial x_{j}}\right)\right] . \tag{1.6}
\end{equation*}
$$

$x=\left(x_{1}, \ldots x_{2 N}\right)=\left\langle u_{1} \ldots u_{N}, p_{1} \ldots p_{N}\right\rangle$ and $a_{i j}$ and $d_{i j}$ are entries in the $2 N \times 2 N$ matrix

$$
a=\left(\begin{array}{cc}
0 & -M_{N}^{-1} \\
\Phi_{N} & L
\end{array}\right), \quad d=\left(\begin{array}{cc}
0 & 0 \\
& 2 M_{N} L T
\end{array}\right)
$$

$L$ and $T$ are diagonal $N \times N$ matrices with entries

$$
\begin{aligned}
& L_{i i}=\lambda\left(\delta_{i 1}+\delta_{i N}\right) . \\
& T_{i i}=T_{L} \delta_{i 1}+T_{R} \delta_{i N} .
\end{aligned}
$$

$\lambda$ represents the coupling of the baths to the system ( $\lambda \geqslant 0$ ). When $\lambda=0$ the system is isolated and follows the equations of motion given in (1.2). The solution of Liouville's equation (1.6) with $\lambda=0$ has the form

$$
\mu\left[x_{1} \cdots x_{2 N} ; t\right]=\mu\left[x_{1}(-t) \cdots x_{2 N}(-t) ; 0\right]
$$

where $x_{i}(t)$ is the solution of (1.2) with initial values $x_{1} \cdots x_{2 N}$. In this case $\mu$ will not approach any stationary state. For $\lambda>0$, however, any initial distribution ap-
proaches a unique stationary distribution which is a generalized Gaussian. The expected value of the heat flow across the system in the stationary state, for a specified set of masses $\left\{m_{i}\right\}$, is ${ }^{2}$

$$
\begin{align*}
J(N) & =\pi^{-1}\left(T_{L}-T_{R}\right) \lambda^{2} m_{1} m_{N} \int_{-\infty}^{\infty} \omega^{2}\left|Z(\omega)_{1 N}^{-1}\right|^{2} d \omega \\
& =\pi^{-1}\left(T_{L}-T_{R}\right) \lambda^{2} m_{1} m_{N} \int_{-\infty}^{\infty} \omega^{2} j_{N}(\omega) d \omega \tag{1.7}
\end{align*}
$$

Here $Z(\omega)$ is the $N \times N$ matrix $\Phi_{N}-\omega^{2} M_{N}-i \omega M_{N} L$ and $j_{N}(\omega)$

$$
\begin{align*}
= & \left\{2 m_{1} m_{N} \lambda^{2} \omega^{2}+K_{1, N}^{2}+\lambda^{2} \omega^{2}\left(m_{N}^{2} K_{1, N-1}^{2}+m_{1}^{2} K_{2, N}^{2}\right)\right. \\
& \left.+\lambda^{4} \omega^{4} m_{1}^{2} m_{N}^{2} K_{2, N-1}^{2}\right\}^{-1} . \tag{1.8}
\end{align*}
$$

$K_{i j}\left(\omega^{2}\right)$ is the determinant of the submatrix of $\Phi-\omega^{2} M$ beginning with the $i$ th row and column and ending at the $j$ th row and column.

Rubin and Greer's model ${ }^{8}$ is rather different. In it the chain of $N$ particles (which constitutes the system) is connected at either end to semiinfinite chains of identical particles. Initially the left-and right-hand chains are in thermal equilibrium at temperatures $T_{L}$ and $T_{R}$, respectively. We can follow the time developement of the infinite system from a specified initial state and at any later time we can compute such quantities as the local temperature or energy flow. More interestingly we can find their average values over the ensemble of initial states and then calculate the steady state value approached as $t \rightarrow \infty$, of these averaged quantities. In the next section we give a simpler rederivation of Rubin's result relating the stationary heat flow $\hat{J}(N)$ in his model to the integral of the square of the transmission coefficient $t_{N}^{2}(\omega)$. This uses a method introduced by Ford, Kac, and Mazur. ${ }^{9}$ Our approach is quite similar to that of Casher and Lebowitz. ${ }^{2}$

In Sec. 3 we use Furstenberg's theorem to prove rigorously an earlier result of Rubin, based on an explicit but not entirely rigorous computation that, in a chain with random masses, $N^{-1} \lim \left|t_{N}(\omega)\right| \rightarrow-\gamma(\omega)$ as $N \rightarrow \infty$, with $\gamma(\omega)>0$ for $\omega \neq 0$. It follows from this that $\hat{J}(N)$ like $J(N) \rightarrow 0$ as $N \rightarrow \infty$ for almost all random chains. We also show that $\gamma(\omega)$ is a continuous function of $\omega$ for small $\omega$ and $\gamma(\omega) / \omega^{2} \rightarrow$ const for $\omega \rightarrow 0$. The latter result was proven earlier by Matsuda and Ishii ${ }^{5}$ using a perturbation expansion.

In Sec. 4 we use the Casher-Lebowitz expression for the heat flux, $J(N)$ to derive an explicit expression for the nonvanishing heat flow in an infinite periodic diatomic chain and in a uniform chain containing a single impurity. We then, in Sec. 5, derive rigorously an expression for the weak coupling limit of the heat flux $J(N, \lambda)$ where $\lambda$ is the coupling to the heat reservoirs, i. e., we compute $\lim _{\lambda \rightarrow 0} \lambda^{-1} J(N, \lambda)$ and find it in agreement with the perturbation result of Matsuda and Ishii. ${ }^{5}$ We note however that the interchange of the limits $\lambda \rightarrow 0$ and $N \rightarrow \infty$ should not be expected to be valid when the heat flow vanishes as $N \rightarrow \infty$. This is shown explicitly in Sec. 6 where we construct a nondynamical model which obeys Fourier's law of heat conduction.

Section 7 discusses the generalization of the Rubin formalism to a two-dimensional harmonic square lattice in which the masses in each column are the same and the heat flow is along the $x$-axis. We find, as ex-
pected, ${ }^{2}$ that when the system is periodic the heat flux per unit cross-sectional area does not vanish when the length of the system becomes infinite. When the masses in the different columns are random, then the analog of the Casher-Lebowitz argument for chains, based on the Furstenberg theorem, shows that the flux vanishes.
The difference between the two flows is, as in the case of chains, a reflection of the difference between the spectral measure of periodic and random harmonic systems and, in Sec. 8, we give an explicit proof that the spectrum of a simple harmonic chain is absolutely continuous. ${ }^{2}$

Finally in Sec. 9 we discuss briefly the relation between the heat flow in Rubin's and Lebowitz's model. We also discuss there what strengthening of the Furstenberg theorem is needed for obtaining the asymptotic $N$-dependence of $J(N)$ or $\hat{J}(N)$. Appendices A-C contain some technical details.

## 2. THE HEAT FLOW IN RUBIN'S MODEL

The first step is to look at a finite analog of the infinite chain. Particles of unit mass are placed at sites $-S$ to 0 , from sites 1 to $N$ particles of random mass and from sites $N+1$ to $N+S+2$ particles of unit mass are placed. The random masses are assumed for simplicity to be all greater than one and are identically distributed, independent random variables. At $t=0$ we know the position and momenta of every particle in the chain. The left-hand segment of unit masses is just a chain driven by an external force $u_{1}$. Explicitly

$$
\begin{equation*}
\eta(t)+\Omega^{2} \eta(t)=\mathrm{g}(t) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \eta(t)=\left(u_{0}, u_{-1}, \ldots, u_{-S}\right), \Omega^{2}=\Phi_{S+1} \\
& \mathbf{g}(t)=\left(u_{1}(t), 0, \ldots, 0\right)
\end{aligned}
$$

$\Omega^{2}$ has the spectral representation

$$
\begin{equation*}
\Omega^{2}=\sum_{a=1}^{S+1} \omega_{a}^{2}\left|\xi_{a}\right\rangle\left\langle\xi_{a}\right| \tag{2.2}
\end{equation*}
$$

where
$\omega_{a}^{2}=4 \sin ^{2}\left(\frac{a \pi}{S+2}\right)$ and $\xi_{a}(j)=\left(\frac{2}{S+2}\right)^{1 / 2} \sin \left(\frac{j a \pi}{S+2}\right)$,

$$
1 \leqslant j \leqslant S+1
$$

If

$$
\begin{align*}
& \eta(0)=\sum_{a=1}^{S+1} b_{a} \xi_{a},  \tag{2.3}\\
& \eta(0)=\sum_{a=1}^{S+1} v_{a} \xi_{a}
\end{align*}
$$

then as is known

$$
\begin{equation*}
u_{0}(t)=g_{1}(t)+\int_{0}^{t} A_{s}(t-s) u_{1}(s) d s \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{1}(t)=\sum_{a}\left[\left(\cos \omega_{a} t\right) b_{a}+\omega_{a}^{-1}\left(\sin \omega_{a} t\right) v_{a}\right] \xi_{a}(1)  \tag{2.5}\\
& A_{a}(t)=\sum_{a} \omega_{a}^{-1}\left(\sin \omega_{a} t\right) \xi_{a}^{2}(1)
\end{align*}
$$

The initial energy of the particles $-S, \ldots, 0$ is $\frac{1}{2} \sum_{a}\left(v_{a}^{2}+\omega_{a}^{2} b_{a}^{2}\right)$. The $b_{a}$ and $v_{a}$ have a Boltzmann (Gaussian) distribution at temperature $T_{L}$ and so we can compute the statistical properties of $g$. When $S \rightarrow \infty$

$$
\begin{align*}
& u_{0}(t)=g_{1}(t)+\int_{0}^{t} A(t-s) u_{1}(s) d s  \tag{2.6}\\
& A(t)=(2 / \pi) \int_{0}^{\pi} \omega^{-1}(k)\left(\sin ^{2} k\right) \sin [t \omega(k)] d k  \tag{2.7}\\
& \omega(k)=2 \sin (k / 2) \\
& \left\langle g_{1}(t)\right\rangle=0, \\
& \left\langle g_{1}(t) g_{1}(t+s)\right\rangle=\left(T_{L} / \pi\right) \int_{0}^{\pi} \omega^{-2}(k)\left(\sin ^{2} k\right) \cos [\omega(k) s] d k \tag{2.8}
\end{align*}
$$

where we have set Boltzmann's constant equal to one. Similarly,

$$
\begin{equation*}
u_{N+1}(t)=g_{N}(t)+\int_{0}^{\infty} A(t-s) u_{N}(s) d s \tag{2.9}
\end{equation*}
$$

$g_{N}$ has identical properties to $g_{1}$ when $T_{R}$ replaces $T_{L}$.
Here $g_{1}(t)$ and $g_{N}(t)$ are to be interpreted as "independent Gaussian random variables" with mean zero and covariances given by (2.8) for $g_{1}$ and a corresponding expression with $T_{R}$ replacing $T_{L}$ for $g_{N}$. We set $\mathrm{g}=\left(g_{1}, 0, \ldots, g_{N}\right)$.

Using (2.6) and (2.9) we have a closed set of equations for the particles 1 to $N$ :

$$
\begin{align*}
& m_{1} \ddot{u}_{1}+2 u_{1}-u_{2}=u_{0}=g_{1}+A^{*} u_{1} \\
& m_{2} \ddot{u}_{2}+2 u_{2}-u_{3}-u_{1}=0 \\
& \cdot \\
& \cdot \\
& m_{N-1} \ddot{u}_{N-1}+2 u_{N-1}-u_{N-2}-u_{N}=0 \\
& m_{N} \ddot{u}_{N}+2 u_{N}-u_{N-1}=u_{N+1}=g_{N}+A^{*} u_{N} \tag{2.10}
\end{align*}
$$

The same set of equations was obtained by Magalinskii. ${ }^{10}$
In the Fourier representation (2.10) takes the form

$$
\begin{equation*}
\left[\Phi_{N}-M_{N} \omega^{2}-A(\omega) U_{N}\right] \mathrm{u}(\omega)=\mathrm{g}(\omega) \tag{2.11}
\end{equation*}
$$

where $U_{N}$ is the $N$ by $N$ diagonal matrix with entries $\left(U_{N}\right)_{i i}=\left(\delta_{i 1}+\delta_{i N}\right)$. In Appendix A we show that the $N \times N$ matrix $Y_{N}(\omega)=\Phi_{N}-M_{N} \omega^{2}-A(\omega) U_{N}$ is nonsingular for all real values of $\omega$ except $\omega^{2}=0$ and 4. These singularities are integrable. We specify that $\mathbf{u}(t)$ and $\mathrm{g}(t)$ vanish when $t<0$. It is important that we include this carefully in the calculation. $u(t)$ is the sum of a particular solution of the inhomogeneous equation (2.10) and a general solution of the homogeneous equation which matches the initial values of $u$ and $u$. In Appendix $B$ we show that the general solution decays at least as fast as $t^{-1 / 2}$. This represents the diffusion of energy into the chain and so initial data on the $N$ particles does not contribute to the steady state heat flow. A solution of the inhomogeneous equation is

$$
\begin{equation*}
\mathbf{u}(t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} \exp (i \omega t) Y_{N}(\omega)^{-1} \mathrm{~g}(\omega) d \omega \tag{2.12}
\end{equation*}
$$

The value of $A(\omega)$ and the statistical properties of $g(\omega)$ are easily computed as continuations of the associated Laplace transforms. We obtain

$$
\begin{align*}
& A(\omega)=\frac{1}{2}\left[2-\omega^{2}-i \omega\left(4-\omega^{2}\right)^{1 / 2}\right] \\
& \langle\mathbf{g}(\omega)\rangle=0 \\
& \left\langle g_{i}(\omega) g_{j}(\sigma)\right\rangle=\left(T_{L} \delta_{i 1}+T_{R} \delta_{i N}\right) \delta_{i j}[\bar{g}(\omega)+\bar{g}(\sigma)] \hat{\theta}(\sigma+\omega), \\
& \bar{g}(\omega)=\frac{1}{2}\left[\left(4-\omega^{2}\right)^{1 / 2}-i \omega\right] \\
& \hat{\theta}(\omega)=\lim _{\varepsilon \rightarrow 0_{+}}(\epsilon+i \omega)^{-1} \tag{2.13}
\end{align*}
$$

We choose the branch of $z^{1 / 2}$ which is cut from 0 to $\infty$ along the positive real axis. For later use we note that when $\omega$ is real

$$
\begin{array}{ll}
A(\omega)-A(-\omega)=-i \omega\left(4-\omega^{2}\right)_{+}^{1 / 2}, & |\omega|<2 \\
A(\omega)-A(-\omega)=0, & |\omega| \geqslant 2  \tag{2.14}\\
\bar{g}(\omega)+\bar{g}(-\omega)=\left(4-\omega^{2}\right)_{+}^{1 / 2}, & |\omega|<2 \\
\bar{g}(\omega)+\bar{g}(-\omega)=0, & |\omega| \geqslant 2
\end{array}
$$

where $(x)_{+}^{1 / 2}$ is the positive square root of $x \geqslant 0$.
We can now compute the average heat flow past particle 1 at time $t$ :

$$
\begin{align*}
\hat{J}(N, t) & =\left\langle\dot{u}_{1}\left(u_{1}-u_{0}\right)\right\rangle  \tag{2.15}\\
& =\left\langle\dot{u}_{1}\left(u_{1}-g_{1}-A^{*} u_{1}\right)\right\rangle
\end{align*}
$$

Substituting from (2.12) and using (2.13) and (2.14) gives the following expression for the stationary heat flux in Rubin's model,
$\hat{J}(N) \equiv \lim _{t \rightarrow \infty} \hat{J}(N, t)=\pi\left(T_{L}-T_{R}\right) \int_{0}^{2} \omega^{2}\left(4-\omega^{2}\right)\left|\Delta_{N}(\omega)\right|^{-2} d \omega$,

$$
\begin{equation*}
\Delta_{N}(\omega)=\operatorname{det}\left[Y_{N}(\omega)\right] \tag{2.16}
\end{equation*}
$$

In deriving this we use the result

$$
\begin{array}{rl}
\lim _{t \rightarrow \infty} \lim _{\epsilon \rightarrow 0_{+}} \int_{-\infty}^{\infty} \exp [i(\omega+\sigma) t][\epsilon+i(\omega+\sigma)]^{-1} & f(\sigma) d \sigma \\
& =\pi f(-\omega) \tag{2.17}
\end{array}
$$

when $f$ is a continuous, integrable function.
It is interesting to note that only the frequencies in the allowed band of the infinite chain which, because we considered only heavy impurities, contains all the characteristic frequencies of the finite chain, contribute to $\hat{J}(N)$. Any solution $\mathbf{u}(t)$ which vanishes when $t<0$ must contain contributions from almost all real frequencies [because $u(\omega)$ is a nonzero analytic function in the lower half plane and so its boundary values $u(\omega)$ can only vanish on a set of measure zero]. As time increases however the contribution from frequencies outside the allowed band falls to zero.

We can relate $\hat{J}(N)$ to the transmission coefficients of the segment $1, \ldots, N$ for plane waves with frequencies from 0 to 2. To calculate the transmission coefficient of an incoming plane wave with frequency $\omega$ we only need to find a solution of the equations of motion which to the right of the segment $1, \ldots, N$ is a combination of an incoming and a reflected wave and to the left is a pure outgoing wave, i.e.,

$$
\begin{align*}
& u_{j}(t)=D \exp [-i(\omega t+k j)]+R \exp [-i(\omega t-k j)], \quad j \geqslant N, \\
& u_{j}(t)=\exp [-i(\omega t+k j)],  \tag{2.18}\\
& \omega=\omega(k)=2 \sin (k / 2)
\end{align*}
$$

Clearly $|D|^{-1}$ is the transmission coefficient $t_{N}(\omega)$ and the argument of $D^{-1}$ is the phase shift of the plane wave. Also $R / D$ is the reflection coefficient with $|R / D|^{2}$ $=1-t_{N}^{2}$. Using the transfer matrix approach, we find
$\left[\begin{array}{c}u_{N+1} \\ u_{N}\end{array}\right]=\left[\begin{array}{cc}\exp [-i k(N+1)] & \exp [+i k(N+1)] \\ \exp (-i k N) & \exp (+i k N)\end{array}\right]\left[\begin{array}{l}D \\ R\end{array}\right]$

$$
\begin{gather*}
=T_{N} T_{1} \ldots T_{0}\binom{u_{0}}{u_{1}},  \tag{2.19}\\
{\left[\begin{array}{c}
u_{0} \\
u_{-1}
\end{array}\right]=\left[\begin{array}{c}
1 \\
\exp (+i k)
\end{array}\right]}
\end{gather*}
$$

where $T_{j}$ is the 'transfer matrix,"

$$
T_{j}=\left[\begin{array}{cc}
2-m_{j} \omega^{2} & -1  \tag{2.20}\\
1 & 0
\end{array}\right]
$$

We find that

$$
\begin{align*}
|D(k)|^{-1}= & |2 \sin k| \mid K_{1, N}-\exp (-i k)\left(K_{2, N}+K_{1, N-1}\right) \\
& +\left.\exp (-2 i k) K_{2, N-1}\right|^{-1} \\
= & t_{N}(\omega), \tag{2.21}
\end{align*}
$$

where $K_{i, j}\left(\omega^{2}\right)$ is defined in (1.8).
The expression for $t_{N}(\omega)$ is related simply to $\Delta_{N}(\omega)$ in (2.16),

$$
\begin{equation*}
\Delta_{N}(\omega)=K_{1, N}-\exp (-i k)\left(K_{2, N}+K_{1, N-1}\right)+\exp (-2 i k) K_{2, N-1} . \tag{2.22}
\end{equation*}
$$

The final result is then

$$
\begin{equation*}
\hat{J}(N)=(4 \pi)^{-1}\left(T_{L}-T_{R}\right) \int_{0}^{2} d \omega t_{N}^{2}(\omega) \tag{2.23}
\end{equation*}
$$

This agrees with the result of Rubin and Greer. ${ }^{8}$
For periodic chains $t_{N}(\omega)$ approaches, as $N \rightarrow \infty$, a finite value different from zero for $\omega$ in the spectrum of this chain. This spectrum consists of bands in the interval $\omega \in[0,2]$. For $\omega$ not in the spectrum $t_{N}(\omega)$ vanishes as $\exp [-N \delta(\omega)]$, where $\delta(\omega)=\left(\omega-\omega_{0}\right)^{2}$ and $\omega_{0}$ is band edge nearest $\omega$. Indeed, for $m_{i}=1$, for all $i$, $t_{N}(\omega)=1$. Thus $\hat{J}(N)$ will approach a finite positive value as $N \rightarrow \infty$ in periodic chains. The situation is quite different in random chains where, as will be shown in the next section, $t_{N}(\omega)$ goes to zero, exponentially in $N$ for almost all chains.

## 3. GROWTH OF SOLUTIONS TO THE LATTICE EQUATIONS

We consider a semiinfinite chain with masses $m_{i}$, $i \geqslant 1$. A plane wave solution with frequency $\omega$ satisfies the equation $[\mathrm{cf}(1.3)-(1.5)]$

$$
\begin{equation*}
\left(2-m_{N} \omega^{2}\right) u_{N}=u_{N+1}+u_{N-1} \tag{3.1}
\end{equation*}
$$

This is more conveniently written in the transfer matrix notation

$$
\begin{align*}
{\left[\begin{array}{c}
u_{N+1} \\
u_{N}
\end{array}\right] } & =\left[\begin{array}{cc}
2-m_{N} \omega^{2} & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{c}
u_{N} \\
u_{N-1}
\end{array}\right] \\
& =T_{N}(\omega)\left[\begin{array}{c}
u_{N} \\
u_{N-1}
\end{array}\right] \tag{3.2}
\end{align*}
$$

$T_{N}$ is in the matrix group $S L(2, R)$. In disordered chains the sequence $\left\{u_{N}(\omega)\right\}$ grows exponentially with $N$ for almost every sequence of masses and almost all initial values of $u_{0}$ and $u_{1}$. This was first proven by Matsuda and Ishii ${ }^{5}$ using a theorem of Furstenberg. ${ }^{7}$ Here a brief summary of the theorem and its application is given.

We see from (3.2) that the asymptotic behavior of $u_{N}(\omega)$ is determined by the behavior of products of the transfer matrices $T_{j}$ associated with the chain,

Furstenberg's theorem deals with products of matrices in the groups $S L(m, R)$ when the matrices themselves are random variables.

Theorem (Furstenberg, ${ }^{7}$ Theorem 8.5): Suppose that $G$ is a subgroup of $S L(m, R)$ such that
(i) $G$ is not compact;
(ii) no subgroup of $G$ with finite index in $G$ is reducible;
(iii) there is a probability measure $\mu$ on $G$.

Then for almost all sequences $\left\{g_{N}: N \geqslant 1\right\}$ chosen from $G$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \log \left\|g_{N} \cdots g_{1} u\right\|=\gamma>0 \tag{3.3}
\end{equation*}
$$

for any nonzero vector $u$ in $R^{N}$.
Remark: A real analytic group $G$ is reducible if it has a faithful finite-dimensional continuous representation and if every finite-dimensional continuous representation of $G$ is semisimple, i.e., if $G$ has a representation as linear transformations on a finite-dimensional vector space $V$ the only subspaces of $V$ which are invariant under the action of $G$ are $\{0\}$ and $V$ itself. In our case $G$ is a subgroup of $S L(2, R)$ and so there is always a faithful representation as matrices acting on $R^{2}$. The remaining condition must be checked explicitly. $\gamma$ can be explicitly calculated in terms of certain measures on the projective space $P^{m-1}$. These measures are determined by $\mu$ and the induced action of $G$ on $P^{m-1}$. In the statement of this theorem almost all is meant in the sense of the standard measure on the product of a countable number of copies of $G$ which can be obtained from the basic measure $\mu$ on $G$.

Matsuda and Ishii have proven the following result. Their argument has been greatly simplified by Yoshioka. ${ }^{11}$

Theorem (Matsuda and Ishii, Theorem 1): If there are at least two different masses present, the subgroup of $S L(2, R)$ generated by the transfer matrices $\left(\begin{array}{ccc}2-m & \omega^{2} & -1 \\ 1\end{array}\right)$ obeys conditions (i) and (ii) (for $\omega^{2}>0$ ).
The mass $m$ is a random variable with probability distribution $d p(\cdot)$ and the measure $\mu$ on the subgroup is determined by $d p(\cdot)$. The corresponding $\gamma$ is written as $\gamma(\omega)$ and by (3.3) $\gamma(\omega)>0$ for $\omega \neq 0 . \gamma(\omega)$ can be calculated from the following equations, when $\omega^{2}$ is small, i. e., $\eta$ defined in (3.4b) is real, ${ }^{5}$

$$
\begin{equation*}
\gamma(\omega)=\int_{-\pi / 2}^{\pi / 2} \log \left|\frac{\cos (\theta+\eta)}{\cos \theta}\right| d G(\theta) \tag{3.4a}
\end{equation*}
$$

where

$$
\begin{align*}
& 2 \cos \eta=2-\langle m\rangle \omega^{2},  \tag{3.4b}\\
& \langle m\rangle=\int_{0}^{\infty} m d p(m) .
\end{align*}
$$

$d G(\cdot)$ is a probability measure on $\left(-\frac{1}{2} \pi, \frac{1}{2} \pi\right)$, which satisfies

$$
\begin{equation*}
G(A)=\int_{0}^{\infty} G[\Psi(A, m)] d p(m) \tag{3,5}
\end{equation*}
$$

for every measurable set $A$ in $\left(-\frac{1}{2} \pi, \frac{1}{2} \pi\right)$. Here $\Psi(A, m)$ $=\{\Psi(\theta, m): \theta \in A\}$ and

$$
\begin{equation*}
\tan [\Psi(\theta, m)+\eta]=\tan \theta-2\left[\frac{m-\langle m\rangle}{\langle m\rangle}\right] \tan \frac{\eta}{2} \tag{3.6}
\end{equation*}
$$

The integral in (3.4) is absolutely convergent and can be shown to be independent of the particular measure $d G$ used, provided that $d G(\cdot)$ obeys (3.5). These are Eqs. (3.14) and (3.15) in Ref. 5.

We now give a nonperturbative proof of Theorem 2 in Ref. 5. This deals with the low frequency behavior of $\gamma(\omega)$.

Theorem: For small values of $\omega, \gamma(\omega)$ is continuous in $\omega$ and

$$
\lim _{\omega \rightarrow 0_{+}^{+}} \frac{\gamma(\omega)}{\omega^{2}}=\frac{1}{8} \frac{\left\langle m^{2}\right\rangle-\langle m\rangle^{2}}{\langle m\rangle}
$$

Proof: We always choose $\omega$ so small that $\eta$ is real. Then the stationary measures $d G(\theta, \eta)$ (explicitly showing the dependence on $\eta$ ) can be chosen to depend continuously on $\eta$ (see Lemmas 1.2, 2. 2, and 2.3 in Ref. 7). Then because the integral defining $\gamma(\omega)$ converges absolutely we can write $\gamma(\omega)$ as the sum of terms similar to

$$
\begin{align*}
& A(\omega)=\int_{0}^{1 / 2 \pi-\epsilon} \log |\cos \theta| d G(\theta, \eta)+a(\epsilon, \eta) \\
& a(\epsilon, \eta)=\lim _{\sigma \rightarrow 0_{+}} \int_{1 / 2 \pi-\epsilon}^{1 / 2 \pi-6} \log |\cos \theta| d G(\theta, \eta) \tag{3.7}
\end{align*}
$$

and absolute convergence also means that $\lim _{\epsilon \rightarrow 0_{+}} a(\epsilon, \eta)$ $=0$. So by choosing $\eta$ and $\eta^{\prime}$ (corresponding to $\omega$ and $\omega^{\prime}$ ) sufficiently close together and also choosing $\epsilon$ small enough, we can make $A(\omega)-A\left(\omega^{\prime}\right)$ arbitrarily small. Consequently, $\gamma(\omega)$ is a continuous function of $\omega$.

$$
\begin{align*}
2 \gamma(\omega) & =\int_{-\pi / 2}^{\pi / 2} \log \left(\frac{\cos ^{2}(\theta+\eta)}{\cos ^{2} \theta}\right) d G(\theta, \eta) \\
& =\int_{-\pi / 2}^{\pi / 2} \log \cos ^{2}[\Psi(\theta, m)+\eta] d G[\Psi(\theta, m), \eta] \\
& =\int_{-\pi / 2}^{\pi / 2} \log \cos ^{2} \theta d G(\theta, \eta) \tag{3.8}
\end{align*}
$$

$\Psi(\theta, m)$ can be calculated from (3.6) to second order in $\eta$. Using this gives

$$
\begin{aligned}
& \log \cos ^{2}[\Psi(\theta, m)+\eta]= \log \cos ^{2} \theta-a \sin 2 \theta \\
&+a^{2} f(\theta)+O\left(a^{3}\right) \\
& f(\theta)=-\sin \theta \cos ^{3} \theta \\
& a=2\left(\frac{m-\langle m\rangle}{\langle m\rangle}\right) \tan \left(\frac{1}{2} \eta\right)
\end{aligned}
$$

Since $\gamma(\omega)$ is independent of $m,(3.8)$ is not changed if we integrate it over $d p(m)$. We obtain

$$
\begin{align*}
2 \gamma(\omega)= & \int_{0}^{\infty} d p(m) \int_{-\pi / 2}^{\pi / 2}-a \sin ^{2} \Phi(\theta, m) d G(\theta, \eta) \\
& +\int_{0}^{\infty} d p(m) \int_{-\pi / 2}^{\pi / 2} a^{2} f[\Phi(\theta, m)] d G(\theta, \eta) \\
& +O\left(\eta^{3}\right) \tag{3.10}
\end{align*}
$$

$\Phi(\theta, m)$ is the inverse of $\Psi$ and expanding in powers of $a$ gives

$$
\sin 2 \Phi(\theta, m)=\sin 2(\theta+\eta)+2 a \cos ^{2}(\theta+\eta) \cos 2(\theta+\eta)
$$

$$
\begin{equation*}
+O\left(a^{2}\right) \tag{3.11}
\end{equation*}
$$

Then to second order in a

$$
\begin{align*}
2 \gamma(\omega)= & \int d p(m) \cdot a \int\left\{\sin 2 \theta+2 \cos 2 \theta\left[\eta+a \cos ^{2} \theta\right]\right\} \\
& d G(\theta, \eta) \\
& -\int d p(m) a^{2} \int \cos ^{2} \theta \cos 2 \theta d G(\theta, \eta) \tag{3.12}
\end{align*}
$$

Finally, we find

$$
\begin{align*}
\lim _{\omega \rightarrow 0_{+}}\left[\gamma(\omega) / \omega^{2}\right]= & \frac{1}{2} \cdot\langle m\rangle \int d p(m)\left(\frac{m-\langle m\rangle}{\langle m\rangle}\right)^{2} \\
& \times \int_{-\pi / 2}^{\pi / 2} \cos 2 \theta \cos ^{2} \theta d G(\theta, 0) \tag{3.13}
\end{align*}
$$

We can choose $d G(\theta, 0)$ to be $\pi^{-1} d \theta$ and so finally get the result of the theorem.

We can use this result to.connect Sec. 2 with earlier work by Rubin ${ }^{12}$ on the transmission of plane waves through random chains. We can rewrite $(2.21)$ as

$$
2|\sin k| t_{N}^{-1}(\omega)=\left|\left(1,-e^{-i k}\right) \cdot T_{1} \cdots T_{N}\left[\begin{array}{c}
1  \tag{3.14}\\
e^{i k}
\end{array}\right]\right|
$$

Furstenberg ${ }^{7}$ has not only shown that the norm of $T_{1} \cdots T_{N} u$ grows exponentially with $N$ but also that the vector converges to a fixed direction (depending on $u$ ). Consequently, we can use (3.13) to calculate

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left[-(1 / N) \log t_{N}^{2}(\omega)\right]=2 \gamma(\omega) \tag{3.15}
\end{equation*}
$$

This relationship was previously proven by Minami and Hori ${ }^{13}$ using a different method. If each mass can take the values $m$ and $m(1+Q)$ with probabilities $q$ and $p$, we see from (2.13) that

$$
\lim _{\omega \rightarrow 0_{+}} \frac{2 \gamma(\omega)}{\omega^{2}}=\left(\frac{m}{4}\right) \frac{p q Q^{2}}{1+p Q}
$$

Rubin's normalization of frequency is equivalent to taking $m=4$. The mean spacing between the heavy particles is $\sum_{r=0}^{\infty}(r+1) q^{r} p=p^{-1}$. In Rubin's notation this is $C^{-1}$ and so for small $\omega, 2 \gamma(\omega)$ behaves as $C(1$ $-C) Q^{2}(1+Q C)^{-1} \omega^{2}$. This agrees with Rubin's result (Eq. 4.4, Ref. 12]. (Note, however, that Rubin's $N$ differ from ours by a factor of $C$.) Because $t_{N}^{2}(\omega)$ decays exponentially with $N$ for almost all random chains, we can use the argument of Ref. 2 to conclude that $\langle\hat{J}(N)\rangle \rightarrow 0$ as $N \rightarrow \infty$.

Sulem and Frisch ${ }^{14}$ have recently examined the transmission of light through a one-dimensional system in which the refractive index takes different constant values on successive intervals. These values are independent, identically distributed random variables. They used an argument based on the random ergodic theorem to show that almost all such systems are totally reflecting. The method of Ref. 12 shows that Furstenberg's theorem applies to their model. ${ }^{15}$

## 4. CALCULATION OF HEAT FLOW IN SPECIAL CASES

The heat flow through an arbitrary chain of masses given by (1.7) can only rarely be explicitly calculated. In Ref. 2, Casher and Lebowitz checked that it agrees with Ref. 1 for the infinite isotropic chain. Two more examples are given here; the infinite diatomic chain and the infinite isotropic chain in which a single impurity is imbedded. The spectrum of both systems contains an
absolutely continuous part and so the limiting value of the heat flux, J, is nonzero (Ref. 2 and Sec. 8).

## A. The infinite diatomic chain

This is an infinite periodic chain in which $m$ is $m_{1}$ when $j$ is odd and $m_{2}$ when $j$ is even. From Ref. 2 the heat flow through an infinite periodic chain whose unit cell contains the masses $m_{1} \cdots m_{c}$ is just

$$
\begin{align*}
& J=\pi^{-1} m_{1} m_{c} \lambda \Delta T \int d \omega|\omega \sin q||c(\omega)|  \tag{4.1}\\
& c(\omega)^{-1}=\left(1+\lambda^{2} \omega^{2} m_{1} m_{c}\right)\left(m_{c} K_{1, c-1}+m_{1} K_{2, c}\right) .
\end{align*}
$$

Only frequencies in the allowed bands will contribute to $J$. These are just the values of $\omega^{2}$ for which

$$
\begin{equation*}
\left|K_{1, c}(\omega)-K_{2, c-1}(\omega)\right| \leqslant 2 \tag{4.2}
\end{equation*}
$$

For a wave vector $q$ they are the solutions of

$$
K_{1, c}(\omega)-K_{2, c-1}(\omega)=2 \cos q
$$

as $q$ ranges from 0 to $\pi$. For the diatomic chain these are

$$
\begin{align*}
& \omega^{2}=\left(m_{1}^{-1}+m_{2}^{-1}\right)(1 \pm \phi(q)) . \\
& \phi(q)^{2}=1-\mu(1-\cos q),  \tag{4.3}\\
& \mu=2 m_{1} m_{2}\left(m_{1}+m_{2}\right)^{-2} .
\end{align*}
$$

The acoustical branch of the spectrum is given by the negative sign and the optical branch by the positive sign. Then (4.1) reduces to

$$
\begin{align*}
J= & 2\left(1+M \lambda^{2}\right)^{-1} \pi^{-1} \lambda \Delta T \int_{0}^{\pi} d q \sin ^{2} q|\phi(q)|^{-2} \\
& \times\left[\left(1+M \lambda^{2}\right)^{2}-\left(M \lambda^{2} \phi(q)^{2}\right)\right]^{-1}, \\
M= & m_{1}+m_{2} . \tag{4.4}
\end{align*}
$$

A partial fraction expansion of the integrand gives

$$
\begin{aligned}
\frac{1}{x^{2}} & +\left(\frac{2 \mu-1}{(1+x)^{2}}\right)\left(\phi^{2}\right)^{-1} \\
& -\left(\frac{\left(2 \mu x^{2}+2 x+1\right)(2 x+1)}{x^{2}(1+x)^{2}}\right)\left[(1+x)^{2}-x^{2} \phi^{2}\right]^{-1}
\end{aligned}
$$

Using $\phi^{2}=\cos ^{2}\left(\frac{1}{2} q\right)+(1-2 \mu) \sin ^{2}\left(\frac{1}{2} q\right)$, each term becomes a simple trigonometric integral and we get

$$
\begin{align*}
J= & \frac{8 \lambda^{-3} \Delta T}{M^{2}(1+x)\left(1-\delta^{2}\right)}\left\{(1+x)^{2}-x^{2} \delta-(1+2 x)^{1 / 2}[1\right. \\
& \left.\left.+2 x+x^{2}\left(1-\delta^{2}\right)\right]\right\} \tag{4.5}
\end{align*}
$$

where $x=M \lambda^{2}$ and we have set $\left|m_{2}-m_{1}\right|=M \delta$. This agrees with (3.13) in Ref. 1c when $m_{1}=m_{2}=m$. Near $\delta=0, J$ is a decreasing function of $\delta$ so that starting from a monatomic chain and keeping $M$ fixed $J$ will initially decrease as $\left|m_{1}-m_{2}\right|$ is increased.

## B. A single impurity in an infinite isotropic chain

When a finite number of impurities are added to an infinite isotropic chain the spectrum of the new chain still contains an absolutely continuous piece. At most a finite number of isolated eigenvalues will be added to the original spectrum. These eigenvalues correspond when the impurities are light to highly localized normal modes. Using the techniques of Ref. 2 it is clear that they will not contribute to the heat flux through the in-
finite chain. In principle we can use (1.7) to calculate the limiting value, $J$, for any set of impurities. There seems to be a simple expression for $J$ only for a single impurity and even this cannot be evaluated in terms of elementary functions. It was found more convenient to use techniques similar to those of Sec. 2 on the Langevin equation approach used by Ishii. ${ }^{18}$ [The results will be exactly equivalent to those obtained from (1.7).] The final result, for a single impurity of mass $m$ in the middle of a chain of unit masses, is (for details see Appendix D)

$$
\begin{align*}
& J=(2 \pi)^{-1} \lambda \Delta T \int_{0}^{7} d \theta \sin ^{2} \theta\left(1+u^{2}\right)\left[\left(1+u^{2}\right)^{2}+u^{2} v^{2}\right]^{-1},  \tag{4.6}\\
& u^{2}=\lambda^{2} \omega^{2}, \quad v=(m-1) \omega^{2}, \quad \omega^{2}=2(1-\cos \theta) .
\end{align*}
$$

When $m=1$, this agrees with (3.13) in Ref. 1c.

## 5. HEAT FLOW IN A WEAKLY COUPLED CHAIN

We give here an exact derivation of the asymptotic behavior of the heat flow in Lebowitz's model when the coupling constant $\lambda$ of the chain to the heat baths is small. This is of interest because in the limit $\lambda \rightarrow 0$ the dependence of the heat flux $J(N, \lambda)$ [where we have indicated the explicit dependence of $J(N)$ on $\lambda$ ] on the amplitude of the normal modes at the ends of the chain becomes transparent. For small $\lambda$ the integrand in (1.7) is large when $K_{1, N}\left(\omega^{2}\right)=0$, i.e., at the normal mode frequencies of the chain. We will only treat those chains whose normal modes are distinct. This is not an important restriction (see Ref. 17 for a discussion of this point). Our theorem is also Theorem 7 in Ref. 5.

Theorem: Consider a chain of masses $\left\{m_{i} ; i=1, \cdots, N\right\}$ which has distinct normal mode frequencies $\left\{\omega_{i}^{2}: i\right.$ $=1 \cdots N\}$ and corresponding normal modes $\left\{\mathbf{u}_{i}: i=1 \cdots N\right\}$. $\mathbf{u}_{i}$ is normalized by $\sum_{j=1}^{N} m_{j} u_{i}(j)^{2}=1$. Then
$\lim _{\lambda \rightarrow 0} \lambda^{-1} J(N, \lambda)=\pi^{-1} m_{1} m_{N} \Delta T \sum_{i=1}^{N} \frac{m_{1} u_{i}(1)^{2} m_{N} u_{i}(N)^{2}}{m_{1} u_{i}(1)^{2}+m_{N} u_{i}(N)^{2}}$.
Proof: If $\omega_{i}^{2}$ is a simple zero of $K_{1, N}\left(\omega^{2}\right)$, then when $\omega^{2}$ is near $\omega_{i}^{2}$

$$
\begin{equation*}
K_{1, N}\left(\omega^{2}\right)=\left(\omega^{2}-\omega_{i}^{2}\right) K_{1, N}^{\prime}\left(\omega_{i}^{2}\right)+O\left(\omega^{2}-\omega_{i}^{2}\right)^{2} \tag{5.2}
\end{equation*}
$$

where the prime indicates derivative. Hence the contribution of $\omega_{i}^{2}$ to (1.7) is

$$
\begin{equation*}
J^{(i)}(N, \lambda)=m_{1} m_{N} \Delta T\left|K_{1, N}^{\prime}\left(\omega_{i}^{2}\right)\right| \tau\left(\omega_{i}^{2}\right)^{-1 / 2} \tag{5.3}
\end{equation*}
$$

where

$$
\tau\left(\omega^{2}\right)=2 m_{1} m_{N}+m_{1}^{2} K_{2, N}^{2}\left(\omega^{2}\right)+m_{N}^{2} K_{1, N-1}^{2}\left(\omega^{2}\right)
$$

Using the identity

$$
\begin{equation*}
K_{1, N}\left(\omega^{2}\right) K_{2, N-1}\left(\omega^{2}\right)-K_{1, N-1}\left(\omega^{2}\right) K_{2, N}\left(\omega^{2}\right)=-1, \tag{5.4}
\end{equation*}
$$

(5.3) reduces to

$$
\begin{align*}
J^{(i)}(N, \lambda)= & m_{1} m_{N} \Delta T\left|K_{1, N}^{\prime}\left(\omega_{i}^{2}\right)\right|^{-1}\left|K_{1, N-1}\left(\omega_{i}\right)\right| \\
& {\left[m_{N} K_{1, N-1}^{2}+m_{1}\right]^{-1} . } \tag{5.5}
\end{align*}
$$

The normal mode associated with $\omega_{i}^{2}$ is just $\mathbf{u}_{i}$ and

$$
\begin{align*}
& u_{i}(j)=K_{1, j-1}\left(\omega_{i}^{2}\right) N\left(\omega_{i}\right)^{-1}, \\
& N\left(\omega_{i}\right)^{2}=\sum_{j=1}^{N} m_{j} K_{1, j-1}^{2}\left(\omega_{i}\right) . \tag{5.6}
\end{align*}
$$

## Considering the equations

$$
\begin{align*}
& \left(2-m_{j+1} \omega^{2}\right) K_{1 j}=K_{1 j+1}+K_{i j-1}  \tag{5.7}\\
& -m_{j+1} K_{1 j}+\left(2-m_{j+1} \omega^{2}\right) K_{1 j}^{\prime}=K_{1 j+1}^{\prime}+K_{1 j-1}^{\prime}
\end{align*}
$$

and multiplying the first by $K_{1 j}^{\prime}$ and the second by $K_{1 j}$ and substracting, we get

$$
\begin{align*}
m_{j+1} K_{1 j}^{2} & =\left(K_{1 j-1} K_{1 j}^{\prime}-K_{1 j-1}^{\prime} K_{1 j}\right)-\left(K_{1 j} K_{1 j+1}^{\prime}-K_{1 j}^{\prime} K_{1 j+1}\right) \\
& =\phi_{j}-\phi_{j+1} . \tag{5.8}
\end{align*}
$$

Thus

$$
\begin{aligned}
& \sum_{j=0}^{N-1} m_{j+1} K_{1 j}^{2}=\phi_{0}-\phi_{N+1}, \\
& \phi_{0}=K_{1,-1}-K_{10}^{\prime}-K_{11}^{\prime} K_{10}=0,
\end{aligned}
$$

and if $\omega^{2}=\omega_{i}^{2}$, where $K_{1, N}\left(\omega_{i}^{2}\right)=0$, then

$$
\begin{equation*}
\sum_{j=0}^{N-1} m_{n+1} K_{1 j}^{2}\left(\omega_{i}^{2}\right)=N\left(\omega_{i}^{2}\right)=K_{1 N}^{\prime}\left(\omega_{i}^{2}\right) K_{1 N+1}\left(\omega_{i}^{2}\right) . \tag{5.9}
\end{equation*}
$$

So (5.5) reduces to the term in (5.1) associated with $\omega_{i}^{2}$ and the proof is complete.

Matsuda and Ishii have argued in Ref. 5 that this supports the conjecture that $\langle J(N, \lambda)\rangle$ decreases as $N^{-3 / 2}$. We want to point out, however, that even if one could establish that, for random chains, the right side of (5.1) behaves as $N^{-3 / 2}$ when $N \rightarrow \infty$ this would not necessarily tell us anything about the behavior of $J(N, \lambda)$ as $N \rightarrow \infty$ for any fixed $\lambda>0$. What (5.1) gives is the large $N$ behavior of $\lim _{\lambda-0} \lambda^{-1} J(N, \lambda)$ and this need not be the same as the large $N$ behavior of $\lambda^{-1} J(N, \lambda)$ for $\lambda>0$. They will agree for periodic chains where $\lambda^{-1} J(N, \lambda)$ approaches a finite nonzero limit as $N \rightarrow \infty$ for any $\lambda>0$. We surmise that for a system obeying Fourier's law the asymptotic form of the heat flux may be of the form

$$
\begin{equation*}
J(N, \lambda) \sim \lambda(\Delta T) /(1+\gamma \lambda N)^{-1} \tag{5.10}
\end{equation*}
$$

where $\gamma$ is related to the resistance to heat flow in the interior of the system, e.g., the degree of anharmonicity in a anharmonic crystal, or the "degree of disorder" $\left\langle(m-\langle m\rangle)^{2}\right\rangle$ in a random crystal if indeed such a system obeys Fourier's law. If this surmise is right then the two asymptotic behaviors will not be the same. This surmise is based (or strengthened) by the behavior of the heat flow in a simple stochastic model system discussed in the next section.

## 6. RANDOM REFLECTION MODEL

This is a simple system which transports energy and has a Fourier law behavior. It is a variation of one originally considered by Lebowitz and Frisch. ${ }^{18}$ It is a dilute gas of noninteracting particles which move linearly along a cylinder. At either end of the cylinder is a heat bath and barriers are placed at random positions along the cylinder. When a gas particle meets a barrier it will either pass through without changing its velocity or it will be reflected with its velocity exactly reversed. The probability of reflection is $r$ and of transmission $1-r$. At each end it can be directly reflected with probability $1-\lambda$ or with probability $\lambda$ it is reflected back with a random velocity. This random velocity is independent of the incident velocity and has a Maxwellian distribution characterized by the temperature of the heat baths. These are $T_{0}$ on the left and $T_{1}$ on the right
( $T_{0}>T_{1}$ ). Thus $\lambda$ plays the role of coupling to the heat baths as before, $0 \leqslant \lambda \leqslant 1$. Since the total number of particles is constant, the total number flowing to the right at any point will, in a steady state exactly balance the total number flowing to the left. The first group will presumably be more energetic and so energy will be carried along the cylinder.

We look at the steady state situation. There are $N$ barriers and between barriers $i$ and $i+1$, the number of particles in a unit volume with velocities between $v$ and $v+d v$ is $f_{i}(v) d v$.

Let

$$
\begin{array}{ll}
f_{i}^{+}(v)=f_{i}(v), & v>0,  \tag{6.1}\\
f_{i}^{-}(v)=f_{i}(-v), & v>0,
\end{array}
$$

be the densities for those particles flowing to the right and those flowing to the left. $f_{0}^{ \pm}$and $f_{N}^{ \pm}$are the corresponding densities for the particles between the heat baths and the first and last barriers. At each barrier the net flux of particles with velocities near $v$ must be zero. So

$$
\begin{array}{ll}
f_{i}^{+}(v)=r f_{i}^{-}(v)+(1-r) f_{i-1}^{\dagger}(v), & N \geqslant i>0 .  \tag{6.2}\\
f_{i}^{-}(v)=r f_{i}^{+}(v)+(1-r) f_{i+1}^{-}(v), & N>i \geqslant 0 .
\end{array}
$$

At the left the flux of particles incident on the heat bath with velocities near $v$ is $v f_{0}^{-}(v) d v$. This is redistributed by direct and diffuse reflection so

$$
\begin{equation*}
v f_{0}^{+}(v)=(1-\lambda) v f_{0}^{-}(v)+\lambda v g_{0}(v) \int_{0}^{\infty} u f_{0}^{-}(u) d u \tag{6.3}
\end{equation*}
$$

$g_{0}(v)$ is proportional to the Maxwellian distribution of particles in the heat bath at temperature $T_{0}$. It is normalized so as to conserve the total flux striking the edge of the cylinder. So $g_{0}(v)=\beta_{0} m \exp \left(-\beta_{0} m v^{2}\right)$, $\beta_{0}=\left(k T_{0}\right)^{-1} . g_{1}$ is defined similarly. So

$$
\begin{equation*}
f_{0}^{+}(v)=(1-\lambda) f_{0}^{-}(v)+\lambda g_{0}(v) \int_{0}^{\infty} u f_{0}^{-}(u) d u \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{N}^{-}(v)=(1-\lambda) f_{N}^{-}(v)+(\lambda) g_{1}(v) \int_{0}^{\infty}(u) d u . \tag{6.5}
\end{equation*}
$$

The solution of these equations, for $0 \leqslant i \leqslant N$, is

$$
\begin{align*}
& f_{i}^{+}=\nu\left[g_{0}+C_{i}\left(g_{1}-g_{0}\right)\right],  \tag{6.6}\\
& f_{i}^{-}=\nu\left[g_{1}+C_{N-i}\left(g_{0}-g_{1}\right)\right],
\end{align*}
$$

where $C_{j}=\alpha+j \beta$ with,

$$
\begin{align*}
& \alpha=(1-\lambda)(1-r) /[(2+\lambda)(1-r)+r \lambda N], \\
& \beta=\lambda r /[(2-\lambda)(1-r)+r \lambda N] \tag{6,7}
\end{align*}
$$

and $\nu$ is the total flux of particles flowing in either direction, i.e., $f_{0}^{\infty} v f_{i}^{*}(v) d v=\int_{0}^{\infty} v f_{i}^{-}(v) d v=\nu$ for $N \geqslant i \geqslant 0$. The next flux of energy from left to right is

$$
\begin{align*}
\int_{0}^{\infty} \frac{1}{2} m v^{3}\left[f_{i}^{+}(v)-f_{i}^{-}(v)\right] d v= & \frac{\nu \lambda(1-r)}{(2-\lambda)(1-r)+\lambda r N}  \tag{6.8}\\
& \times k\left(T_{0}-T_{1}\right)=\bar{J}(N, \lambda) .
\end{align*}
$$

The heat flux $J(N, \lambda)$ has the form conjectured in (5.10). It depends only on the number of barriers present and does not depend at all on their spacing (because there is no attenuation between adjacent barriers). In particular, it does not depend on the length of the cylinder. However, if we suppose that in a cylinder of
length $L$ the number of barriers present is randomly distributed with a Poisson distribution whose mean is $\rho L$ the average heat flow will be

$$
\begin{equation*}
\langle J(L, \lambda)\rangle=\sum_{n=0}^{\infty} \frac{(\rho L)^{n}}{n!} \exp (-\rho L) \bar{J}(n, \lambda) . \tag{6.9}
\end{equation*}
$$

In the limit

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\left[\frac{L\langle J(L, \lambda)\rangle}{T_{0}-T_{1}}\right]=v k(1-r) / v \rho, \tag{6.10}
\end{equation*}
$$

is independent of $\lambda$, Eq. (6.10) depends on the asymptotic expansion

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{t^{n}}{n!} \frac{e^{-t}}{n+b}=\frac{1}{t}+0\left(\frac{1}{t^{2}}\right) \tag{6.11}
\end{equation*}
$$

as $t \rightarrow \infty$, for fixed positive $b$.
Exactly the same result holds if the barriers are placed with a constant density $\rho$ along the cylinder. So we can say that the thermal conductivity of this model is

$$
\begin{equation*}
K=\nu k(1-\gamma) \cdot(r \rho)^{-1} . \tag{6.12}
\end{equation*}
$$

Decreasing the barrier spacing means that $\rho$ increases and then $K$ will tend to zero.

## 7. A SIMPLE TWO-DIMENSIONAL MODEL

This is a cylindrical system in which the masses in each column are identical although from column to column the mass may vary randomly. The cylindrical analog of Lebowitz's model has been examined by Nakazawa. ${ }^{4}$ We will combine the method of Sec. 2 with his method to examine the cylindrical analog of Rubin's model. Each column of the cylinder contains $p$ masses and the displacement of the particle in the $i$ th column and the $a$ th row is $x_{i a}$. Its mass is $m_{i}$. When $-S \leqslant i \leqslant 0$ and $N+1 \leqslant i \leqslant N+S+2, m_{i}=1$; when $1 \leqslant i \leqslant N$ the $m_{i}$ are independent, identically distributed random variables. The particle at site ( $i, a$ ) is coupled by harmonic forces of unit strength to those at ( $i-1, a$ ) and ( $i+1, a$ ) and by forces of strength $\mu$ to those at ( $i, a-1$ ) and ( $i, a+1$ ). The equation of motion of this system, with $x_{i, p+1}=x_{i, 1}$, is

$$
m_{i} \ddot{x}_{i, a}+\left(2 x_{i, a}-x_{i-1, a}-x_{i+1, a}\right)+\mu\left(2 x_{i, a}-x_{i, a-1}-x_{i, a+1}\right)
$$

$$
\begin{equation*}
=0 . \tag{7.1}
\end{equation*}
$$

We exploit cylindrical symmetry by forming the sums

$$
\begin{equation*}
x_{i}\left(\theta_{i}\right)=p^{-1 / 2} \sum_{a=1}^{p} x_{i, a} \exp \left(i \theta_{t} a\right) \tag{7.2}
\end{equation*}
$$

where $1 \leqslant l \leqslant p, \quad \theta_{i}=2 \pi l / p$. Then (7.1) becomes

$$
\begin{equation*}
M \ddot{\mathbf{X}}\left(\theta_{l}\right)+\Omega^{2}\left(\theta_{i}\right) \mathbf{x}\left(\theta_{i}\right)=0, \tag{7.3}
\end{equation*}
$$

where $M$ is the diagonal matrix with entries $m_{i}, \Omega^{2}(\theta)$ the tridiagonal matrix with diagonal entries $2+4 \mu \sin ^{2} \frac{1}{2} \theta$ and off diagonal entries -1 and $x\left(\theta_{t}\right)$ is the column vector whose $i$ th entry is $x_{i}\left(\theta_{i}\right),-S \leqslant i \leqslant N+S+2$. These are identical to the equations of motion (1.2) of a linear chain with different coupling strengths between adjacent particles.
We have the inversion formula

$$
\begin{equation*}
x_{i, a}=p^{-1 / 2} \sum_{i=1}^{p} x_{i}\left(\theta_{i}\right) \eta^{-i a} \tag{7.4}
\end{equation*}
$$

In terms of these coordinates the energy in the left-hand piece of the cylinder is

$$
\begin{equation*}
\frac{1}{2} \sum_{l=1}^{p}\left\{\dot{x}^{\prime}\left(\theta_{i}\right) \cdot \dot{\mathbf{x}}^{\prime}\left(\theta_{i}\right)+\mathbf{x}^{\prime}\left(\theta_{i}\right) \cdot \Omega^{2}\left(\theta_{i}\right) \mathbf{x}^{\prime}\left(\theta_{i}\right)\right\} . \tag{7.5}
\end{equation*}
$$

Here $\mathbf{x}^{\prime}\left(\theta_{i}\right)=\left\{x_{i}\left(\theta_{i}\right):-S \leqslant i \leqslant 0\right\}$.
We can repeat the analysis of Sec. 2 to obtain a closed set of equations of motion for the columns 1 through $N$. If the left-and right-hand pieces are initially in thermal equilibrium at temperatures $T_{L}$ and $T_{R}$ we find, after letting $S \rightarrow \infty$ and then $p \rightarrow \infty$, that the analog of (2.6) and (2.7) are

$$
\begin{align*}
& x_{0}(\theta, t)=g_{1}(\theta, t)+\int_{0}^{T} A(t-s) x_{1}(\theta, s) d s, \\
& A(t)=\frac{2}{\pi} \int_{0}^{\pi} \omega(k)^{-1} \sin [t \omega(k)] \sin ^{2} k d k, \\
& \left\langle g_{1}(t)\right\rangle=0, \\
& \left\langle g_{1}(t) g_{1}(t+s)\right\rangle=\pi^{-1} k T_{L} \int_{0}^{\pi} \omega(k)^{2} \sin ^{2} k \cos [s \omega(k)] d k, \\
& \omega(k)^{2}=4\left(\sin ^{2} \frac{1}{2} k+\mu \sin ^{2} \frac{1}{2} \theta\right) \tag{7.6}
\end{align*}
$$

(in the limit $p \rightarrow \infty, \theta$ becomes a continuous parameter $\theta$ ranging from 0 to $2 \pi$ ). In deriving these we note that the $S \times S$ matrix $\Omega^{2}(\theta)$ has eigenvalues $4\left(\sin ^{2} \frac{1}{2} \phi_{j}\right.$
$\left.+\mu \sin ^{2} \frac{1}{2} \theta\right]$ with $\phi_{j}=j \pi / S+1(1 \leqslant j \leqslant S)$ and eigenvectors $\xi_{j}=[2 /(S+1)]^{1 / 2}\left(\sin \phi_{j}, \cdots, \sin S \phi_{j}\right)$.
The average energy flowing past the particle at site ( $1, a$ ) (from left to right) is
$\left.\hat{J}(N, t)=\left\langle\dot{x}_{1, a}\left(x_{1, a}-x_{0, a}\right\rangle\right\rangle=p^{-1} \sum_{i=1}^{p}\left\langle\dot{x}_{1}\left(\theta_{1}\right)-x_{0}\left(\theta_{1}\right)\right]\right\rangle$.
When $p \rightarrow \infty, \hat{J}(N, t)$ becomes

$$
\begin{equation*}
\hat{J}(N, t)=(2 \pi)^{-1} \int_{0}^{2 \pi} \dot{x}_{1}(\theta)\left[x_{1}(\theta)-x_{0}(\theta)\right] d \theta . \tag{7.8}
\end{equation*}
$$

This is just a superposition of currents from harmonic chains with coupling matrices $\Omega^{2}(\theta)$ so that repeating the analysis of Sec. 2 we obtain, when $t \rightarrow \infty$ (setting Boltzmann's constant equal to unity),

$$
\begin{align*}
\hat{J}(N)= & (4 \pi)^{-1} \Delta T \int_{0}^{r} d \theta \int_{0}^{\infty} d \omega|\operatorname{det} Y(\omega, \theta)|^{-2} \\
& \times i \omega[\hat{A}(\omega)-\hat{A}(-\omega)][\hat{g}(\omega)+\hat{g}(-\omega)] . \tag{7.9}
\end{align*}
$$

$\hat{A}$ and $\hat{g}$ are the Fourier transforms of $A$ and $g$ and are obtained by analytic continuation of their Laplace transforms. $Y(\omega, \theta)$ is the $N \times N$ matrix $\Omega^{2}(\theta)-\omega^{2} M$ $-\hat{A}(\omega) L$. We find that when $4 \mu \sin ^{2} \frac{1}{2} \theta \leqslant \omega^{2} \leqslant 4$ $+4 \mu \sin ^{2} \frac{1}{2} \theta$, then

$$
\begin{align*}
\hat{A}(\omega)-\hat{A}(-\omega)= & -i\left(\omega^{2}-4 \mu \sin ^{2} \frac{1}{2} \theta\right)^{1 / 2}\left(4+4 \mu \sin ^{2} \frac{1}{2} \theta\right. \\
& \left.-\omega^{2}\right)^{1 / 2},  \tag{7.10}\\
\hat{g}(\omega)+\hat{g}(-\omega)= & \omega^{-1}\left(\omega^{2}-4 \mu \sin ^{2} \frac{1}{2} \theta\right)^{1 / 2}\left(4+4 \mu \sin ^{2} \frac{1}{2} \theta\right. \\
& \left.-\omega^{2}\right)^{1 / 2}
\end{align*}
$$

and that they are zero otherwise. Thus, calling $R$ the range of the $\omega$ integration, we obtain

$$
\begin{align*}
\hat{J}(N)= & \Delta T \int_{0}^{\pi} d \theta \int_{R} d \omega|\operatorname{det} Y(\omega, \theta)|^{2}\left(\omega^{2}-4 \mu \sin ^{2} \frac{1}{2} \theta\right) \\
& \times\left(4+4 \mu \sin ^{2} \frac{1}{2} \theta-\omega^{2}\right) . \tag{7.11}
\end{align*}
$$

We simplify this by introducing the parametrization $\omega^{2}=4 \sin ^{2} \frac{1}{2} k_{1}+4 \mu \sin ^{2} \frac{1}{2} k_{2}$ which is valid for all $\omega^{2}$ in the range of integration of (7.11); then

$$
\begin{align*}
& \hat{J}(N)=\Delta T \int_{0}^{\pi} \int_{0}^{\pi} d k_{1} d k_{2} \cos \frac{1}{2} k_{1}\left(\frac{\sin ^{2} \frac{1}{2} k_{1}}{\sin ^{2} \frac{1}{2} k_{1}+\mu \sin ^{2} \frac{1}{2} k_{2}}\right)^{1 / 2} \\
& \quad \mid f\left(k_{1},\left.k_{2}\right|^{2},\right. \\
& f\left(k_{1}, k_{2}\right)=2 \sin k_{1} \cdot\left(\operatorname{det} Z_{N}\left(k_{1}, k_{2}\right)\right)^{-1}, \\
& Z_{N}=\Omega^{2}\left(k_{2}\right)-M \omega^{2}-\exp \left(i k_{1}\right) L . \tag{7.12}
\end{align*}
$$

$L$ is the diagonal matrix with entries $L_{i i}=\left(\delta_{i 1}+\delta_{i N}\right)$ and in this representation of $\omega^{2}, \hat{A}(\omega)=\exp \left(i k_{1}\right)$.
We can relate $\hat{J}(N)$ to the transmission properties of the columns 1 to $N$. The incident and transmitted plane waves are

$$
\begin{align*}
x_{j, a}= & \exp \left[-i\left(\omega t+k_{1} j+k_{2} a\right)\right] \\
x_{j, a}= & D \exp \left[-i\left(\omega t+k_{1} j+k_{2} a\right)\right], j \leqslant 1,  \tag{7.13}\\
& +R \exp \left[-i\left(\omega t-k_{1} j+k_{2} a\right)\right], j \geqslant N .
\end{align*}
$$

Using the equations of motion (7.3) for a plane wave with frequency $\omega$, we find

$$
\begin{align*}
{\left[\begin{array}{c}
x_{j+1}(\theta) \\
x_{j}(\theta)
\end{array}\right]=} & {\left[\begin{array}{cc}
2+4 \mu \sin ^{2} \frac{1}{2} \theta-m_{j} \omega^{2} & -1 \\
1 & 0
\end{array}\right] } \\
& {\left[\begin{array}{c}
x_{j}(\theta) \\
x_{j-1}(\theta)
\end{array}\right] . } \tag{7.14}
\end{align*}
$$

Applying (7.13) yields

$$
\begin{align*}
& {\left[\begin{array}{cc}
\exp \left(-i k_{1}(N+1)\right. & \exp \left[i k_{1}(N+1)\right. \\
\exp \left(-i k_{1} N\right) & \exp \left(i k_{1} N\right)
\end{array}\right]\left[\begin{array}{l}
D \\
R
\end{array}\right]} \\
& =T_{N} \cdots T_{1}\left(k_{1}, k_{2}\right)
\end{align*}\left[\begin{array}{c}
\exp \left(-i k_{1}\right)  \tag{7.15}\\
1
\end{array}\right],
$$

where

$$
T_{j}\left(k_{1}, k_{2}\right)=\left[\begin{array}{cc}
2+4 \mu \sin ^{2} \frac{1}{2} k_{2}-m_{j} \omega^{2} & -1 \\
1 & 0
\end{array}\right]
$$

This yields for the transmission coefficient, $t_{N}$, in analogy with (2.21),

$$
\begin{equation*}
\left|D_{N}\left(k_{1}, k_{2}\right)\right|^{-1}=\left|f\left(k_{1}, k_{2}\right)\right|=\left|t_{N}\left(k_{1}, k_{2}\right)\right| . \tag{7.16}
\end{equation*}
$$

Substituting in (7. 12) gives

$$
\begin{align*}
\hat{J}(N)= & k \Delta T \int_{0}^{\pi} \int_{0}^{\pi} d k_{1} d k_{2} \cos \frac{1}{2} k_{1} \\
& \times\left[\frac{\sin ^{2} \frac{1}{2} k_{1}}{\sin ^{2} \frac{1}{2} k_{1}+\mu \sin ^{2} \frac{1}{2} k_{2}}\right]^{1 / 2}\left|t_{N}\left(k_{1}, k_{2}\right)\right|^{2} \tag{7.17}
\end{align*}
$$

We can compare this with Nakazawa's result ${ }^{4}$ for the heat flow in the cylindrical analog of Lebowitz's model

$$
\begin{align*}
& J(N)=\pi^{-2} k m_{1} m_{N} \lambda^{2} \Delta T \int_{0}^{\pi} d \theta \int_{-\infty}^{\infty} \omega^{2}|\operatorname{det} Y(\omega, \theta)|^{-2} d \omega \\
& Y(\omega, \theta)=\Omega^{2}(\theta)-\omega^{2} M-i \omega \lambda M L \tag{7.18}
\end{align*}
$$

When the mass sequence $m_{i}$ is periodic, the results of the next section extend to show that the semiinfinite matrix $K(\theta)=M^{-1 / 2} \Omega^{2}(\theta) M^{-1 / 2}$ has only an absolutely
continuous spectrum and so from Ref. 2 we see that both $J(N)$ and $\hat{J}(N)$ have strictly positive limits as $N \rightarrow \infty$. An examination of Theorem 1 in Ref. 5 shows that Furstenberg's theorem holds for any subgroup of $S L(2, R)$ which is generated by two noncommuting matrices $\left[\begin{array}{cc}a_{i} & -1 \\ 1 & 0\end{array}\right](i=1,2)$. (See also Ref. 11.) Consequently, for a disordered cylindrical system $J(N)$ and $\hat{J}(N)$ will tend to zero as $N \rightarrow \infty$ for almost every choice of masses in the columns. We can use Sec. 3 to find the asymptotic behavior of $t_{N}\left(k_{1}, k_{2}\right)$ for large $N$. Equation (7.15) gives

$$
\begin{aligned}
\left|t_{N}\left(k_{1}, k_{2}\right)\right|^{-1}= & \left|2 \sin k_{1}\right|^{-1} \mid\left[1,-\exp \left(i k_{1}\right)\right] T_{N} \cdots T_{1} \\
& \left.\times\binom{ 1}{e^{i k_{1}}} \right\rvert\,
\end{aligned}
$$

An extension of Theorem 8.1 in Ref. 7 shows that the angle between the rows and the angle between the columns of $T_{N} \cdots T_{1}$ converges to zero as $N$ increases. So for any $k_{1}$, the angle between the vector $T_{N} \cdots T_{1}$ (e $e^{i k_{1}}$ ) and the vector $\binom{1}{1}$ tends to zero. If $k_{1} \neq 0$, this shows that $\left|t_{N}\left(k_{1} k_{2}\right)\right|^{-1}$ grows exponentially with $N$. The analog of (3.15) is now as follows: when $k_{1} \neq 0, \lim _{N-\infty}$ $-(1 / N) \log \left|t_{N}\left(k_{1}, k_{2}\right)\right|=\gamma\left(k_{1}, k_{2}\right)$. When $k_{1}=0, t_{N}$ is identically zero. The analog of $\gamma(\omega)$ (3.4a) is now $\gamma(\mathbf{k})$.

Theorem: For small $|\mathbf{k}|, \gamma(\mathbf{k})$ is continuous in $\mathbf{k}$ and

$$
\begin{equation*}
\lim _{|\mathbf{k}|=0} \frac{\gamma(\mathbf{k})}{g(\mathbf{k})}=\frac{1}{8} \frac{\left\langle m^{2}\right\rangle-\langle m\rangle^{2}}{\langle m\rangle} \tag{7.19}
\end{equation*}
$$

where

$$
g(\mathrm{k})=\left(k_{1}^{2}+\mu k_{2}^{2}\right)^{2} k_{1}^{2}+\mu\left(1-\frac{1}{\langle m\rangle} \quad k_{2}^{2}\right)^{-1}
$$

(we assume $m_{i} \geqslant 1$, all $i$ ).
Proof: Adapting the calculation of Sec. 3 to the family of transfer matrices $T_{j}\left(k_{1}, k_{2}\right)$ yields

$$
\begin{equation*}
\gamma(\mathrm{k})=\int_{-\pi / 2}^{\pi / 2} \log \left|\frac{\cos (\theta+\eta)}{\cos \theta}\right| d G(\theta, \eta) \tag{7.20}
\end{equation*}
$$

where

$$
\begin{align*}
& G(A)=\int_{0}^{\infty} G[\Psi(A, m)] d p(m), \\
& \tan \phi=\tan [\Psi(\phi, m)+\eta]+[(m-\langle m\rangle) / \sin \eta] \omega^{2}, \\
& 2 \cos \eta=2+4 \mu \sin ^{2} \frac{1}{2} k_{2}-4\langle m\rangle\left(\sin ^{2} \frac{1}{2} k_{1}+\mu \sin ^{2} \frac{1}{2} k_{2}\right) . \tag{7.21}
\end{align*}
$$

If $a=[(m-\langle m\rangle) / \sin \eta] \omega^{2}$ then (3.12) gives

$$
\begin{equation*}
\gamma(\mathrm{k})=\int_{0}^{\infty} d p(m) \cdot a^{2} \int_{-\pi / 2}^{\pi / 2} \cos 2 \theta \cos ^{2} \theta d G(\theta, \eta)+0\left(\eta^{3}\right) \tag{7.22}
\end{equation*}
$$

This gives the result.

## 8. SPECTRUM OF PERIODIC CHAINS

We consider a infinite periodic chain whose basic cell contains the masses $m_{1} \cdots m_{A}$. It is easy to see that the allowed bands for the chain are specified by the algebraic condition

$$
\begin{equation*}
|\operatorname{Tr} T(\omega)| \leqslant 2 \tag{8.1}
\end{equation*}
$$

where $T(\omega)=T_{A} \cdots T_{1}(\omega)$ is the transfer matrix for one cell of the chain. These bands form the spectrum of the self-adjoint infinite matrix operator $H=M^{-1 / 2} \Phi M^{-1 / 2}$ introduced in Sec. 1. $H$ acts on the Hilbert space $l^{2}$ and has a cyclic vector, viz. $\psi=(1,0,0 \cdots)$. So $H$ has a simple spectrum whose spectral type (Ref. 19, Chap. VII) is precisely the type of the measure $\mu_{ \pm}$on $[0, \infty)$ determined by

$$
\begin{equation*}
\left(\Psi, H^{k} \Psi\right)=\int_{0}^{\infty} x^{k} d \mu_{\Psi} \quad(k \geqslant 0) . \tag{8.2}
\end{equation*}
$$

Theorem: The spectrum of a seminfinite periodic lattice is absolutely continuous.

Proof: We will evaluate the left side of (8.2) for finite periodic systems and then let the length tend to infinity. We will see that there is a unique measure satisfying (4.2) and that it is absolutely continuous. We also normalize the lightest mass to 1 so that all $m_{i} \geqslant 1$. The spectrum of $H$ will therefore be in $[0,4]$.

Let $P_{N}$ be the projection on $l^{2}$ which projects any vector onto its first $N A$ entries. Then $H_{N}=P_{N} H P_{N}$ is the operator introduced in Sec. 1 corresponding to a periodic lattice with $N$ cells. For each $k \geqslant 1$, the operators $H_{N}^{k}$ converge strongly to $H^{k}$. Suppose that a chain containing $N$ cells has normal modes with frequencies $\omega_{a}^{2}, a=1 \cdots N A$. The corresponding displacements are

$$
\begin{align*}
& u(a, j A+p)=d_{p}\left(\omega_{a}\right) \sin \left[(j A+p) K_{a}\right],  \tag{8.3}\\
& K_{a}=\pi a(N A+1)^{-1}, \quad 1 \leqslant p \leqslant A, \quad 0 \leqslant j \leqslant N-1 .
\end{align*}
$$

$d_{p}(a)$ are certain constants depending on $a$. Using the transfer matrix method (8.2) can be a solution to the lattice equations only if

$$
\begin{equation*}
\operatorname{Tr} T\left(\omega_{a}^{2}\right)=2 \cos A K_{a} . \tag{8.4}
\end{equation*}
$$

The normalization condition for (4.3) is

$$
\begin{equation*}
1=|u(a)|^{2}=\frac{1}{2} \sum_{p=1}^{A}\left|d_{p}(a)\right|^{2}\left[N-\cos 2 K_{a}(p-1)\right] . \tag{8.5}
\end{equation*}
$$

So

$$
\left(\Psi, H_{N}^{k} \Psi\right)=2 N^{-1} \sum_{a=1}^{N A} F\left(\omega_{a}^{2}\right) \omega_{a}^{2 k}+O\left(N^{-2}\right)
$$

with

$$
\begin{equation*}
F\left(\omega^{2}\right)=\sum_{p=1}^{A} d_{p}(\omega)^{2} \tag{8.6}
\end{equation*}
$$

Each $d_{D}(\omega)$ is a cofactor in a certain determinant and so $F\left(\omega^{2}\right)$ is a bounded continuous function. The spacing of the wave vectors $K_{a}$ in a long finite chain is very nearly $\pi(N A)^{-1}$. Rewriting this in terms of the frequencies $\omega_{\square}^{2}$ and letting $N \rightarrow \infty$ gives

$$
\begin{equation*}
\left(\Psi, H^{k} \Psi\right)=2 A \pi^{-1} \int\left|\frac{d K}{d \omega^{2}}\right| \omega^{2 k} F\left(\omega^{2}\right) d\left(\omega^{2}\right) \tag{8.7}
\end{equation*}
$$

provided that $d K / d \omega^{2}$ makes sense. The integral is over the values of $\omega^{2}$ for which $|\operatorname{tr} T(\omega)| \leqslant 2$, i.e., the allowed frequency bands. Using (4.4) in the limit $N \rightarrow \infty$ gives

$$
\begin{equation*}
2 \cos A K=\operatorname{Tr} T\left(\omega^{2}\right)=g\left(\omega^{2}\right), \tag{8.8}
\end{equation*}
$$

So

$$
\begin{align*}
\left|\frac{d K}{d \omega^{2}}\right| & =(2 A)^{-1} g^{\prime}\left(\omega^{2}\right)\left(4-g^{2}\right)^{-1 / 2} \\
& =(2 A)^{-1} h\left(\omega^{2}\right) . \tag{8.9}
\end{align*}
$$

Any singularities occuring in this ratio are integrable and so

$$
\begin{equation*}
\left(\Psi, H^{k} \Psi\right)=\pi^{-1} \int h\left(\omega^{2}\right) F\left(\omega^{2}\right) \omega^{2 k} d \omega^{2}=\int x^{k} p(x) d x . \tag{8.10}
\end{equation*}
$$

$p(x)$ is an integrable function over the spectrum of the chain. Since $H$ is bounded we also have

$$
\begin{equation*}
(\Psi, f(H) \Psi)=\int f(x) p(x) d x \tag{8.11}
\end{equation*}
$$

for any polynomial $f$ and consequently for all measurable functions $f$. Spectral theory now tells us that $p(x) d x$ is unique and consequently the spectrum of $H$ is absolutely continuous.

## 9. DISCUSSION

The expression for the heat flux $J(N)$ in (1.7) and for $\hat{J}_{(N)}$ in (2.16) [or (2.23)] differ essentially in that (1.7) contains an integral over all $\omega$ while the integration in (2.16) is restricted to the spectrum of the homogeneous chain with unit masses. (The difference in integrands is presumably due to the nature of the coupling between the system and heat baths in the two models.) It seems intuitively clear that the reason why frequencies outside the spectrum do not contribute to $\hat{J}(N)$ is that all such modes would be damped out in the homogeneous stretches of the side chains when $S \rightarrow \infty$. Indeed the integral in (1.7) will reduce to an integral only over the spectrum of the chain when we take a chain of length $N+2 S$ in which $m_{j}=1$ if $1 \leqslant j \leqslant S$ and $N+S+1 \leqslant j \leqslant 2 S$ $+N$. Using expansions similar to those in Appendix C, it is easy to see that $\lim _{s \rightarrow \infty} J(N+2 S)$ becomes an integral over $[0,4]$ involving only the determinants $K_{1, r}$, etc. There does not, however, seem to be a compact expression for this flux.

In any case, as we have seen, both $J(N)$ and $\hat{J}(N)$ approach nonvanishing limits when $N \rightarrow \infty$ in periodic systems and go to zero in random systems. The latter result follows from the behavior of the integrands $j_{N}(\omega)$ and $t_{N}^{2}(\omega)$ which, by Furstenberg's theorem, vanish for almost all chains as $\exp [-N \gamma(\omega)]$ as $N \rightarrow \infty$ for fixed $\omega$, with $\gamma(\omega)>0$ for $\omega \neq 0$. The difficulty with using Furstenberg's theorem for the evaluation of the asymptotic form of $J(N)$ or $\hat{J}(N)$ (the latter ought to be easier since the integration is over a finite range) is that the approach to the limit in Furstenberg's theorem, i.e., in (3.15), is not known to be uniform in $\omega$ for $\omega \neq 0$. We need some such kind of uniformity to decide for certain whether Fourier's law is obeyed by random harmonic systems.
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## APPENDIXA

We show that the matrix $Y(\omega)=\Phi-M \omega^{2}-A(\omega) U$ in Sec. 1 is nonsingular for real $\omega$ except at $\omega^{2}=0$ and 4 . If $\omega^{2} \leqslant 4$, we write $\omega=2 \sin (\theta / 2)$ and if $D(\omega)=\operatorname{det} Y(\omega)$
vanishes we have

$$
\begin{align*}
& \cos \theta\left(K_{1, r}+K_{2, r-1}\right)=K_{2, r}+K_{1, r-1}  \tag{A1}\\
& \sin \theta\left(K_{1, r}-K_{2, r-1}\right)=0
\end{align*}
$$

If $\theta$ is different from 0 and $\pi$, then $K_{2, r-1}=K_{1, r}$ and (3.4) implies $K_{2, r} K_{1, r-1}=1+K_{1, r}^{2}$ so that $|\cos \theta| \geqslant 1$. Equality is only possible if $\theta=0$ or $\pi$, i.e., $\omega^{2}=0$ or 4. When $\omega^{2}=0, A(\omega)=1$ and $D=0$. When $\omega^{2}=4, D$ need not vanish and will only have a simple zero. If $\omega^{2}>4$, we consider a square matrix $C$ with $2 N+r$ rows and columns:

$$
\begin{equation*}
C=\Phi-M \omega^{2} \tag{A2}
\end{equation*}
$$

with $\Phi$ the usual tridiagonal matrix and $M$ and diagonal matrix with entries $M_{i i}=1$ if $1 \leqslant i \leqslant N$ and $N+r$ $+1 \leqslant i \leqslant 2 N+r$ and $M_{i i}=m_{j}$ if $i=N+j, j=1 \cdots r$. Then

$$
\begin{align*}
\operatorname{det} C= & d(N-2)^{2} K_{1, r}-d(N) d(N-2)\left(K_{1, r-1}+K_{2, r}\right) \\
& +d(N)^{2} K_{2, r-1} \tag{A3}
\end{align*}
$$

$$
d(N)=(-1)^{N} \frac{\sinh (N+1) \theta}{\sinh \theta} \quad \text { when } \omega^{2}=4 \cos h^{2} \theta .
$$

Also, using Rayleigh's theorem, ${ }^{20}$ we can find lower bounds on the eigenvalues of the matrix $M^{-1 / 2} \Phi M^{-1 / 2}$ and so prove that when $N$ is large

$$
\begin{equation*}
|\operatorname{det} C| \geqslant\left(\omega^{2}\right)^{r} d(2 N) m_{1} \cdots m_{r} \tag{A4}
\end{equation*}
$$

So $\lim _{N-\infty} \exp (-2 N \theta)|C|=|D(\omega)|>0$. The only zeros in $D(\omega)$ then are cancelled by the zeros in the numerator of (1.24).

## APPENDIX B

We show that for an infinite harmonic chain with $m_{\text {, }}$ $=1$ except possibly when $N \geqslant j \geqslant 1$ that if $u_{j}=0=\dot{u}_{j}$ at $t=0$ except when $N \geqslant j \geqslant 1$ then $\left|u_{j}(t)\right|$ falls off as $t^{-1 / 2}$ when $N \geqslant j \geqslant 1$. We check the case when $\dot{u}(0)=0$ but $u(0)$ $\neq 0$. Then
$\mathbf{u}(t)=(2 \pi)^{-1} \int_{C} \exp (i \omega t)\left(\Phi-M \omega^{2}-a(\omega) L\right)^{-1} \mathbf{u}(0) d \omega$.
$C$ is a contour obtained as the limit of semicircles in the upper half plane with radius $R$ and centre $-i \epsilon$ ( $\epsilon$ very small and positive). The integrand may have some poles in the upper half plane and has a cut along the real axis from -2 to +2 . The poles contribute exponentially decreasing terms and the cut a term of type
$\int_{C_{1}} \omega^{2}\left(4-\omega^{2}\right)\left[P(\omega)+i Q(\omega)\left(4-u^{2}\right)^{1 / 2}\right]^{-1} \exp (i \omega t) d \omega$.
$P$ and $Q$ are polynomials in $\omega$ and the integrand has only the singularity due to the branch in the square root. $C_{1}$ is a contour enclosing the interval ( $-2,2$ ). We can easily check that if $f$ and $f^{\prime}$ are integrable $\int_{-2}^{2} f(\omega)$ $\exp (i \omega t) d \omega$ falls off at least as $t^{-1}$ and that $\int_{-2}^{-2} f(\omega)(4$ $\left.-\omega^{2}\right)^{1 / 2} \exp (i \omega t) d \omega$ falls off at least as $t^{-1 / 2}$. This proves the claim.

## APPENDIX C

We give here the detailed computation for the heat flow along an infinite isotropic chain containing a single impurity. Using the Langevin equation approach of Ishii ${ }^{5,18}$ and the method of Sec. 2 we find that the heat flow across a segment of $r$ masses, $m_{1} \cdots m_{r}$, embeded in isotropic chains of length $N$ is just

$$
\begin{equation*}
J=\lambda^{2} k T m_{1} m_{r} \int_{-2}^{2} \omega^{2}|b(\omega)|^{4}|\operatorname{det} Z(\omega)|^{-2} d \omega \tag{C1}
\end{equation*}
$$

$Z(\omega)=\Phi-M \omega^{2}-a(\omega) L$ is the standard $r \times r$ matrix. $a(\omega)$ and $b(\omega)$ are given by

$$
\begin{aligned}
& \left(d_{N+1}-i \omega \lambda d_{N}\right) a(\omega)=d_{N}-i \omega \lambda d_{N-1}, \\
& \left(d_{N+1}-i \omega \lambda d_{N}\right) b(\omega)=1,
\end{aligned}
$$

where $d_{p}(\omega)=\sin (p+1) \theta / \sin \theta$ if $\omega^{2}=2(1-\cos \theta)$.
We can use the methods of Ref. 2 to show that as $N \rightarrow \infty$ this reduces to an integral over the spectrum of the infinite homogeneous chain (if any $m_{j}<1$ then there are some localized modes with frequencies greater than 2 but an explicit examination shows that these do not contribute to $J$ as $N \rightarrow \infty$ ). This integral is only tractable when $r=1$. In that case putting $\phi=(2 N+1) \theta$ and letting $N \rightarrow \infty$, we get

$$
\begin{align*}
& J=(2 \pi)^{-1} m \lambda^{2} k T \int_{0}^{2 \pi} d \omega \omega^{2}(\theta) \sin ^{2} \theta \\
& \quad \times \int_{0}^{2 \pi} d \phi \mid F\left(\theta,\left.\phi\right|^{-2}\right.  \tag{C3}\\
& F(\theta, \phi)=a \cos 2 \phi+b \sin 2 \phi+e-i f \\
& a=\cos 2 \theta+u^{2}-v \sin 2 \theta  \tag{C4}\\
& b=\sin 2 \theta+v\left(\cos 2 \theta+u^{2}\right) \\
& e-i f=-v\left(1+u^{2}\right)-2 i u \sin \theta
\end{align*}
$$

Standard manipulations will reduce (C3) to (4.6).
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# Lattice Green＇s function for the face centered cubic lattice 
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We have proved that Green＇s function $G(l, m, n)$ at an arbitrary lattice site $(l, m, n)$ in face centered cubic lattice with nearest neighbor interactions is，in general，expressed in terms of linear combinations of products of complete elliptic integrals of the first and second kinds．

## 1．INTRODUCTION

The method of Green＇s function has proved to be very powerful for quantitative studies of a variety of prob－ lems in solid state physics．Extensive investigations have been made to evaluate analytically as well as nu－ merically lattice Green＇s functions for different crys－ tal structures．For face centered cubic（fcc）lattice with nearest neighbor interactions，a lattice Green＇s function at a point（ $l, m, n$ ）is represented by the follow－ ing integral：

$$
\begin{align*}
& G(l, m, n)=\frac{1}{\pi^{3}} \int_{0}^{\pi} \int_{0}^{\pi} \int_{0}^{\pi} d x d y d z \\
& \quad \times \frac{\cos l x \cos m y \cos n z}{E-i \delta-\cos x \cos y-\cos y \cos z-\cos z \cos x} \tag{1.1}
\end{align*}
$$

where $l+m+n$ is zero or an even integer，$\delta$ is an in－ finitesimal number and $E$ is a real number between $-\infty$ and $+\infty$ 。

Iwata ${ }^{1}$ has shown that the above function at the origin， $G(0,0,0)$ ，can be expressed in a compact form as a product of complete elliptic integrals of the first kind．
In the present paper we show that $G(l, m, n)$ at an arbitrary site（ $l, m, n$ ）is given，in general，by a linear combination of products of complete elliptic integrals of the first and second kinds．In the region where $E>3$ and $E<-1, G(l, m, n)$ is real and given by a function of $K(k)$ and $E(k)$ with real moduli．For $3>E>-1$ ， $G(l, m, n)$ has a nonvanishing imaginary part and is ex－ pressed as a function of $K(k)$ and $E(k)$ with complex moduli．The method of analytic continuation for $K(k)$ and $E(k)$ ，as described by Morita and Horiguchi，${ }^{2}$ is applicable to the present case to evaluate $G(l, m, n)$ for the whole range of values of $E$ 。
In Sec． 2 we derive the recurrence relations for $G(l, m, n)$ ，which shows that the knowledge of a finite group of Green＇s functions，$G(2 p, 0,0)$（ $p=0$ or a posi－ tive integer）and $G(2,2,0)$ is enough to determine the entire family of $G(l, m, n)$ ．In Sec． 3 we present explicit evaluations of $G(2 p, 0,0)$ and $G(2,2,0)$ for $E>3$ ，and the results are easily transformed into expressions valid for $E<-1$ ．

## 2．RECURRENCE RELATIONS FOR $G(1, m, n)$

With the representation $(1,1)$ ，the following relation holds for $G(l, m, n)$ ：

$$
\begin{aligned}
& G(l+1, m+1, n)+G(l-1, m-1, n)+G(l+1, m-1, n) \\
& \quad+G(l-1, m+1, n)+G(l, m+1, n+1) \\
& \quad+G(l, m-1, n-1)+G(l, m+1, n-1) \\
& \quad+G(l, m-1, n+1)+G(l+1, m, n+1)
\end{aligned}
$$

$$
\begin{align*}
& +G(l-1, m, n-1)+G(l+1, m, n-1) \\
& +G(l-1, m, n+1)=4 E G(l, m, n)-4 \delta_{01} \delta_{0 m} \delta_{0 n}, \tag{2.1}
\end{align*}
$$

where $\delta_{10}$ is Kronecker＇s delta．Furthermore，since the number of nonequivalent lattice point in a cubic lattice lie inside and on the surfaces of a space bounded by three planes $(0,0,1),(1,-1,0)$ and $(0,1,-1)$ ，a portion corresponding to $1 / 48$ of the whole space，it is suffici－ ent to determine Green＇s functions $G(l, m, n)$ at these lattice points．Then，it is readily found that a function $G(l, m, n+1)$ for a positive integer $n$ can be obtained successively from（2．1）if $G(l, m, 0)$ and $G(l+1, m+1,1)$ are determined．In other words，it is necessary to ob－ tain Green＇s function at lattice points on the two adjacent layers for $z=0$ and 1 parallel to the（ $0,0,1$ ）planes，il－ lustrated by a shaded region including the axes $y=0$ and $x=y$ in Fig。1．
Now we derive a recurrence relation for $G(l, m, 0)$ by adopting the procedure due to Morita ${ }^{3}$ for two－dimen－ sional lattice．For simplicity we assume $E>3$ ，and hence can neglect a factor $i \delta$ in the denominator of （1．1）．When we integrate（1．1）with respect to $z$ for $n=0$ ，we get
$G(l, m, 0)=\frac{1}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} d x d y$
$\times \frac{\cos l x \cos m y}{\left[(E-\cos x \cos y)^{2}-(\cos x+\cos y)^{2}\right]^{1 / 2}}$.


FIG．1．Lattice points for fcc lattice on the two adjacent layers parallel to the $(0,0,1)$ plane．denotes a point on the first layer and $O$ a point on the second layer．A square by dotted line encloses 13 lattice point whose $G(l, m, n)$ are related by Eq． （2．9）．

Introducing a definition
$F_{m}(E, x)=\int_{0}^{\pi} d y \frac{\cos m y}{\left[(E-\cos x \cos y)^{2}-(\cos x+\cos y)^{2}\right]^{1 / 2}}$,
we rewrite (2.2) as

$$
\begin{equation*}
G(l, m, 0)=\frac{1}{\pi^{2}} \int_{0}^{\pi} d x \cos l x F_{m}(E, x) \tag{2.4}
\end{equation*}
$$

Let's consider an integral for $m \neq 0$
$f_{m}(E, x) \equiv \int_{0}^{\pi} d y \cos m y\left[(E-\cos x \cos y)^{2}-\left(\cos x+\cos y^{2}\right]^{1 / 2}\right.$.
which is expressed in terms of $F_{m}(E, x)$ as

$$
\begin{align*}
f_{m}(E, x)= & \int_{0}^{\Gamma} d y \\
\times & \frac{\cos m y\left[E^{2}-\cos ^{2} x-2(E+1) \cos x \cos y-\sin ^{2} x \cos ^{2} y\right]}{\left[(E-\cos x \cos y)^{2}-(\cos x+\cos y)^{2}\right]^{1 / 2}} \\
= & \left(E^{2}-\cos ^{2} x\right) F_{m}(E, x)-(E+1) \\
& \times \cos x\left[F_{m+1}(E, x)+F_{m-1}(E, x)\right] \\
& \quad-\frac{\sin ^{2} x}{4}\left[F_{m+2}(E, x)+F_{m-2}(E, x)+2 F_{m}(E, x)\right] . \tag{2.5b}
\end{align*}
$$

Integrating (2.5a) by parts, we get

$$
\begin{align*}
f_{m}(E, x)= & -\frac{1}{m} \int_{0}^{\pi} d y \\
& \times \frac{\sin m y\left[(1+E) \cos x \sin y+\sin ^{2} x \cos y \sin y\right]}{\left[(E-\cos x \cos y)^{2}-(\cos x+\cos y)^{2}\right]^{1 / 2}} \\
= & \frac{(1+E) \cos x}{2 m}\left[F_{m+1}(E, x)-F_{m-1}(E, x)\right] \\
& +\frac{\sin ^{2} x}{4 m}\left[F_{m+2}(E, x)-F_{m-2}(E, x)\right] . \tag{2.6}
\end{align*}
$$

Equating the two expressions for $f_{m}(E, x)$, we obtain the following relation for $F_{m}(E, x) s$ :

$$
\begin{align*}
(m+1) & \sin ^{2} x F_{m+2}(E, x)+2(1+2 m)(1+E) \cos x F_{m+1}(E, x) \\
& -2 m\left(2 E^{2}-2+\sin ^{2} x\right) F_{m}(E, x) \\
& -2(1-2 m)(1+E) \cos x F_{m-1}(E, x) \\
& -(1-m) \sin ^{2} x F_{m-2}(E, x)=0 . \tag{2.7}
\end{align*}
$$

Then, by use of (2.4),

$$
\begin{align*}
G(l & +1+2(p+1), l+1,0)+G(l+1+2(p-1), l+1,0) \\
& =2 \int_{0}^{\pi} d x \cos (l+2 p+1) x\left[1-2 \sin ^{2} x\right] F_{l+1}(E, x) \tag{2.8}
\end{align*}
$$

Substitution of (2.7) into (2.8) with some rearrangement of terms deduce the recurrence relation for $G(l, m, 0)$,

$$
\begin{aligned}
& G(l+2 p+3, l+1,0)+G(l+2 p-1, l+1,0) \\
& -2 G(l+2 p+1, l+1,0) \\
& -\frac{4(1+E)(2 l-1)}{l}[G(l+2 p+2, l, 0)+G(l+2 p, l, 0)]
\end{aligned}
$$

$$
\begin{align*}
& +\frac{4\left(4 E^{2}-3\right)(l-1)}{l} G(l+2 p+1, l-1,0) \\
- & -\frac{2(l-1)}{l}[G(l+2 p+3, l-1,0)+G(l+2 p-1, l-1,0)] \\
- & -\frac{4(1+E)(2 l-3)}{l}[G(l+2 p+2, l-2,0)+G(l+2 p, l-2,0)] \\
- & -\frac{2(l-2)}{l} G(l+2 p+1, l-3,0) \\
& +\frac{(l-2)}{l}[G(l+2 p+3, l-3,0) \\
& +G(l+2 p-1, l-3,0)]=0 \tag{2.9}
\end{align*}
$$

where $l$ is a positive integer and $p$ is zero or an integer. Eq. (2.9) gives rise to a relation among Green's function for 13 lattice points lying on the edges and inside a square formed by four lines connecting the $l$ th with the $(l+5)$ th sites along the $x$ and $y$ axes (see Fig. 1), except the square whose center is at the origin, i.e., $l=0$ in (2.9).

We show below that proper application of (2.1) and (2.9) makes it possible to obtain any function $G(l, m, 0)$ or $G(l+1, m, 1)$ for arbitrary integers $l, m$, provided that we know the functions $G(2,2,0)$ and $G(2 p, 0,0)$ where $p$ is zero or a positive integer. Suppose that $G(2,2,0)$ and $G(2 p, 0,0)$ have been obtained. Then $G(1,1,0)$ is easily obtained from (2.1) as

$$
G(1,1,0)=\frac{1}{3}[E G(0,0,0)-1] .
$$

Moreover, with (2.2) we can always find $G(l+m, m-l+1,1)$ where $l$ changes from 1 to $m$ for a positive integer $m$ by

$$
\begin{align*}
& 2 G(l+m, m-l+1,1)=4 E G(l+m-1, m-l+1,0) \\
& \quad-G(l+m, m-l+2,0)-G(l+m-2, m-l, 0) \\
& \quad-G(l+m, m-l, 0)-G(l+m-2, m-l+2,0) \\
& \quad-2 G(l+m-1, m-l+2,1)-2 G(l+m-1, m-l, 1) \\
& \quad-2 G(l+m-2, m-l+1,1) . \tag{2.10}
\end{align*}
$$

Now, let's place the center of a square determined by (2.9) at the point $(2 q, 0,0)(q \neq 0)$ and move it to the adjacent point along the $y$ axis up to ( $2 q, 2 q, 0$ ), so that we can determined successively $G(2 q+2,2 n+2,0)$ for $n=0,1,2 \cdots q$ in terms of the known functions $G(l, m, 0)$ for $l, m<2 q+2$. Similarly, by moving the position of the center of the square from ( $2 q-1,1,0$ ) to ( $2 q-1,2 q-1,0$ ), we can obtain successively $G\left(2 q+1,2 n^{\prime}+1,0\right)$ for $n^{\prime}=1,2 \bullet q$, in terms of the functions $G(2 q+1,1,0)$ and $G(l, m, 0)$ for $l, m<2 q+1$. A function $G(2 q+1,1,0)$ is in turn given from (2.1) by $G(2 q+1,1,0)=E G(2 q, 0,0)-G(2 q-1,1,0)-G(2 q, 1,1)$ where $G(2 q, 1,1)$ can be independently obtained from (2.10). As the above procedure is valid for $q=1$ it holds for any positive integer $q$.

## 3. CALCULATIONS OF $G(2 p, 0,0)$ AND $G(2,2,0)$

In this section we shall derive the explicit expressions of $G(2 p, 0,0)$ and $G(2,2,0)$. Let's start with $G(2 p, 0,0)$ :
$G(2 p, 0,0)=\frac{1}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} d x d y$

$$
\begin{equation*}
\times \frac{\cos 2 p x}{\left[(E-\cos x \cos y)^{2}-(\cos x+\cos y)^{2}\right]^{1 / 2}} \tag{3.1}
\end{equation*}
$$

We perform the integration over $y$ in a straightforward manner and

$$
\begin{equation*}
G(2 p, 0,0)=\frac{2}{\pi^{2}(1+E)} \int_{0}^{\pi} d x \cos 2 p x K\left(k_{0}\right) \tag{3.2}
\end{equation*}
$$

where $K\left(k_{0}\right)$ is the complete elliptic integral of the first kind with modulus given by $k_{0}=2\left(E+\cos ^{2} x\right)^{1 / 2} /(1+E)$. If we replace $K\left(k_{0}\right)$ by a hypergeometric series and exchange the order of integral and summation, we get

$$
\begin{align*}
G(2 p, 0,0)= & \frac{1}{\pi(1+E)} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}}\left(\frac{2}{1+E}\right)^{2 n} \\
& \times \int_{0}^{\pi} d x \cos 2 p x\left(E+\cos ^{2} x\right)^{n} \tag{3.3}
\end{align*}
$$

where the standard symbol $(m)_{n}=\Gamma(n+m) / \Gamma(m)$ is used. We note that the integral in (3.3) gives rise to associated Legendre function $P_{n}^{p}(\xi)$ as ${ }^{4}$
$\int_{0}^{r} d x \cos 2 p x\left(E+\cos ^{2} x\right)^{n}=\frac{\pi[E(1+E)]^{n / 2}}{(n+1)_{p}} P_{n}^{p}(\xi)$,
with

$$
\xi=\left(E+\frac{1}{2}\right) /[E(1+E)]^{1 / 2}
$$

The associated Legendre function is in turn related to Jacobi polynomials $P_{n}{ }^{(m, m)}(\xi),{ }^{4}$

$$
\begin{equation*}
P_{n}^{p}(\xi)=\frac{\left(\xi^{2}-1\right)^{p / 2}}{2^{p}}(n+1)_{p} P_{n-p}^{(\phi, p)}(\xi) \tag{3.5}
\end{equation*}
$$

A successive application of recurrence formula for $P_{n \rightarrow p}^{(p, p)}$ leads to

$$
\begin{equation*}
P_{n-b}^{(\phi, \phi)}(\xi)=\sum_{j=0}^{p}(-1)^{j}\binom{p}{j} P_{n}^{(\phi-j, j)}(\xi) . \tag{3.6}
\end{equation*}
$$

Thus by use of (3.3), (3.4), and (3.5), we have

$$
\begin{align*}
G(2 p, 0,0)= & \frac{1}{2^{2 p}(1+E)^{1+p} / 2 E^{p / 2}} \sum_{j=0}^{p}(-1)^{j}\binom{p}{j} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}} \\
& \times\left(\frac{2}{1+E}\right)^{2 n}[E(1+E)]^{n / 2} P_{n}^{(p-j, j)}(\xi) . \tag{3.7}
\end{align*}
$$

Furthermore, using the identity for an arbitrary inger $q$,

$$
\begin{equation*}
\frac{\left(\frac{1}{2}\right)_{n}}{(1)_{n}}=\frac{1}{q!(q+1)_{n}} \sum_{\mu=0}^{q}\binom{q}{\mu}\left(\frac{1}{2}\right)_{\nabla-\mu}\left(\frac{1}{2}\right)_{\mu}\left(\mu+\frac{1}{2}\right)_{n}, \tag{3.8}
\end{equation*}
$$

we can replace the summation over $n$ in (3.7) by a hypergeometric function of Appell's type,
$F_{4}\left(\alpha, \beta, \gamma, \gamma^{\prime}, X, Y\right) .{ }^{4}$ Thus

$$
\begin{align*}
G(2 p, 0,0)= & \frac{1}{2^{2 p}(1+E)^{1+p / 2} E^{p / 2} p!} \sum_{j=0}^{p} \sum_{\mu=0}^{p-j} \sum_{\mu=0}^{j} C_{\mu \mu^{\prime}}^{p-j, j} F_{4}(\mu \\
& \left.+\frac{1}{2}, \mu^{\prime}+\frac{1}{2}, p-j+1, j+1, X_{+}, X_{-}\right) \tag{3.9}
\end{align*}
$$

where

$$
\begin{equation*}
C_{\mu \mu}^{p-j j}=(-1)^{j}\binom{p}{j}^{2}\binom{p-j}{\mu}\left(\frac{1}{2}\right)_{\mu}\left(\frac{1}{2}\right)_{p-j-\mu}\binom{j}{\mu^{\prime}}\left(\frac{1}{2}\right)_{\mu} \cdot\left(\frac{1}{2}\right)_{j-\mu^{\prime}} \tag{3.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{ \pm}=\frac{2}{(1+E)^{2}}\left[E+\frac{1}{2} \mp E^{1 / 2}(1+E)^{1 / 2}\right] . \tag{3.9b}
\end{equation*}
$$

We note that it is possible to expand $F_{4}\left(\alpha, \beta, \gamma, \gamma^{\prime}, x, y\right)$ in a finite series of products of simple hypergeometric function, if $\gamma+\gamma^{\prime}-\alpha-\beta-1$ is zero or positive integer, as it is in the present case. Thus

$$
\begin{align*}
& F_{4}\left(\alpha, \beta, \gamma ; \gamma^{\prime}, x(1-y), y(1-x)\right) \\
& =\sum_{k=0}^{\nu}\binom{\nu}{k}(-y)^{k} \frac{(\beta)_{k}}{\left(\gamma^{\prime}\right)_{k}}{ }_{2} F_{1}(\alpha, \beta+k ; \gamma ; x)_{2} F_{1}\left(\gamma+\gamma^{\prime}\right. \\
& \left.\quad-\beta-1, \beta+k ; \gamma^{\prime}+k ; y\right) \tag{3.10}
\end{align*}
$$

with $\nu=\gamma+\gamma^{\prime}-\alpha-\beta-1$. The relation (3.10) is easily shown if one expands the integral representation for $F_{4}\left(\alpha, \beta, \gamma, \gamma^{\prime}, x(1-y), y(1-x)\right)$ in terms of products of integrals for simple hypergeometric functions. Finally it should be mentioned that a hypergeometric function of the form ${ }_{2} F_{1}\left(a-\frac{1}{2}, b-\frac{1}{2} ; c ; x\right)$ for positive integers $a, b, c$, is reduced to linear combinations of ${ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; x\right)$ and ${ }_{2} F_{1}\left(\frac{1}{2},-\frac{1}{2} ; 1 ; x\right)$ after a successive application of Gauss' relations.

Hence we conclude that $G(2 p, 0,0)$ can always be expressed as a finite sum of products of the complete elliptic integrals of the first and the second kinds,

$$
\begin{aligned}
& K\left(k_{ \pm}\right)=(\pi / 2)_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; k_{ \pm}^{2}\right), \\
& E\left(k_{ \pm}\right)=(\pi / 2){ }_{2} F_{1}\left(\frac{1}{2},-\frac{1}{2} ; 1 ; k_{ \pm}^{2}\right),
\end{aligned}
$$

where the moduli $k_{ \pm}$are calculated to be

$$
\begin{equation*}
k_{ \pm}^{2}=\frac{1}{2}\left(1 \mp \frac{4 E^{1 / 2}(1+E)^{1 / 2}}{(1+E)^{2}}-\frac{(E-1)(E+1)^{1 / 2}(E-3)^{1 / 2}}{(1+E)^{2}}\right) . \tag{3.11}
\end{equation*}
$$

Next, we derive an expression for $G(2,2,0)$. We rewrite $G(2,2,0)$ in the following form

$$
\begin{equation*}
G(2,2,0)=G(0,2,0)-\frac{2}{\pi^{2}} \int_{0}^{\pi} d x \sin ^{2} x F_{2}(E, x) \tag{3,12}
\end{equation*}
$$

A straightforward calculation of $F_{2}(E, x)$ from (2.3) is carried out to give the following result:

$$
\begin{align*}
F_{2}(E, x)= & \frac{2}{\sin ^{2} x}\left(\frac{4 \sin ^{2} x}{(1+E)\left(1+k_{0}^{\prime}\right)} K(k)-(1+E)\left(1+k_{0}^{\prime}\right) E(k)\right. \\
& \left.+\frac{2(1+E) k_{0}^{\prime}}{1+k_{0}^{\prime}} \Pi\left(\mu^{2}, k\right)\right)-F_{0}(E, x), \tag{3,13}
\end{align*}
$$

where

$$
\begin{aligned}
& k_{0}=2\left(E+\cos ^{2} x\right)^{1 / 2} /(1+E), \\
& k_{0}^{\prime}=\left(1-k_{0}^{2}\right)^{1 / 2},
\end{aligned}
$$

$$
k=\frac{1-k_{0}^{\prime}}{1+k_{0}^{\prime}},
$$

$$
\mu^{2}=\left[E-1-(E+1) k_{0}^{\prime}\right] /\left[E-1+(E+1) k_{0}^{\prime}\right] .
$$

and $\Pi\left(\mu^{2}, k\right)$ is the complete elliptic integral of the third kind. Substituting ( 3.13 ) into (3.12), we get

$$
\begin{align*}
G(2,2,0)= & G(0,0,0)-\frac{4}{\pi^{2}} \int_{0}^{\pi} d x\left(\frac{4 \sin ^{2} x}{(1+E)\left(1+k_{0}^{\prime}\right)} K(k)\right. \\
& \left.-(1+E)\left(1+k_{0}^{\prime}\right) E(k)+\frac{4(1+E) k_{0}^{\prime}}{1+k_{0}^{\prime}} \Pi\left(\mu^{2}, k\right)\right) \tag{3.14}
\end{align*}
$$

A similar calculation is made to obtain $G(1,1,0)$

$$
\begin{align*}
G(1,1,0)= & \frac{2}{\pi^{2}} \int_{0}^{\tau} d x\left(\frac{E-1+(E+1) k_{0}^{\prime}}{(1+E)\left(1+k_{0}^{\prime}\right)} K(k)\right. \\
& \left.-\frac{2 k_{0}^{\prime}}{1+k_{0}^{\prime}} \Pi\left(\mu^{2}, k\right)\right) \tag{3.15}
\end{align*}
$$

Eliminating the integral involving $\Pi\left(\mu^{2}, k\right)$ from (3.14) and (3.15), and applying transformations for $K(k)$ and $E(k)$, we get

$$
\begin{align*}
G(2,2,0)= & \left(-\frac{2}{3} E^{2}+\frac{4}{3} E+1\right) G(0,0,0)+2 G(2,0,0) \\
& -\frac{4}{3}(1+E)+\frac{8(1+E)}{\pi^{2}} \int_{0}^{\pi / 2} d x E\left(k_{0}\right) \tag{3.16}
\end{align*}
$$

The last integral in (3.16) is calculated in an analogous way as we have derived (3.9) from (3.3). Thus,

$$
\begin{align*}
\int_{0}^{\tau / 2} d x E\left(k_{0}\right)= & K\left(k_{+}\right) K\left(k_{-}\right)+2 E\left(k_{+}\right) E\left(k_{-}\right)-K\left(k_{+}\right) E\left(k_{-}\right) \\
& -K\left(k_{-}\right) E\left(k_{+}\right) . \tag{3.17}
\end{align*}
$$

Expressions of $G(0,0,0)$ and $G(2,0,0)$ are given from (3.9) and (3.10):

$$
\begin{align*}
G(0,0,0)= & \frac{4}{\pi^{2}(1+E)} K\left(k_{\downarrow}\right) K\left(k_{-}\right),  \tag{3.18a}\\
G(2,0,0)= & \frac{4}{\pi^{2}(1+E)^{3} k_{+}^{2} k_{-}^{2}}\left(K\left(k_{+}\right) K\left(k_{-}\right)\right. \\
& +\frac{1}{\left(1-k_{+}^{2}\right)\left(1-k_{-}^{2}\right)} E\left(k_{+}\right) E\left(k_{-}\right) \\
& \left.-\frac{1}{\left(1-k_{-}^{2}\right)} K\left(k_{\star}\right) E\left(k_{-}\right)-\frac{1}{\left(1-k_{+}^{2}\right)} K\left(k_{-}\right) E\left(k_{+}\right)\right), \tag{3.18b}
\end{align*}
$$

where the moduli $k_{ \pm}$are given by (3.11).
So far we have tacitly assumed $E>3$, for which the moduli $k_{ \pm}$defined by ( 3.11 ) are real numbers. When $E<-1, k_{ \pm}$are pure imaginary. In this case we shall use a transformation

$$
\begin{equation*}
{ }_{2} F_{1}\left(\frac{1}{2}, \pm \frac{1}{2} ; 1 ; z\right)=(1-z)^{\neq 1 / 2}{ }_{2} F_{1}\left(\frac{1}{2}, \pm \frac{1}{2} ; 1 ; \frac{z}{z-1}\right), \tag{3.19}
\end{equation*}
$$

so that the general expressions for $G(l, m, n)$ is valid for $E<-1$ if we replace $K\left(k_{ \pm}\right)$and $E\left(k_{ \pm}\right)$respectively by $K\left(q_{ \pm}\right) / a_{ \pm}$and $a_{ \pm} E\left(q_{ \pm}\right)$, where

$$
\begin{align*}
a_{ \pm}= & \frac{1}{2^{1 / 2}}\left(1+\frac{(1-E)(-1-E)^{1 / 2}(3-E)^{1 / 2}}{(-1-E)^{2}}\right. \\
& \left.\mp \frac{4(-E)^{1 / 2}(-1-E)^{1 / 2}}{(-1-E)^{2}}\right)^{1 / 2}, \tag{3.20a}
\end{align*}
$$

$q_{ \pm}=2\left[(-E)^{1 / 2} \mp(-1-E)^{1 / 2}\right] /\left[1-E+(3-E)^{1 / 2}(-1-E)^{1 / 2}\right]$.
(3.20b)

## 4. CONCLUDING REMARKS

We have proved that Green's function $G(l, m, n)$ at an arbitrary lattice point ( $l, m, n$ ) in fcc lattice can be expressed in an exact form as a real function of products of the complete elliptic integrals of the first and the second kinds for $E>3$ and $E<-1$. As is easily seen from ( 1.1 ), the function $G(l, m, n)$ is analytic in the complex $E$ plane with a branch cut along the real axis between -1 and 3 , so that the theory of analytic continuation makes it possible to obtain the expression of $G(l, m, n)$ for the entire $E$ plane. In our case, the analytical continuation of $G(l, m, n)$ is equivalent to those of $K(k)$ and $E(k)$ in the complex $k$ plane which has branch cuts on the real axis from 1 to $\infty$ and from -1 to $-\infty$. Since $K(k)$ and $E(k)$ on any branch on the Rieman surface is expressible in terms of $K(k), K^{\prime}(k), E(k)$, and $E\left(k^{\prime}\right)$ on the principal branch, it is sufficient to calculate $K(k)$ and $E(k)$ with complex $k$ on the latter branch, which is numerically evaluated on computer. Actual procedure of calculations for $K(k)$ with complex $k$ is described in detail by Morita and Horiguchi in Ref. 2 for the case of $G(0,0,0)$. The method is easily extended to the present case to compute $G(2,0,0), G(2,2,0)$ to a good accuracy. ${ }^{5}$

For other cubic lattices, we can also derive a general formula to calculate $G(l, m, n)$ in terms of complete elliptic integrals of the first and second kinds. ${ }^{5}$
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The closing relation between two super-Hamiltonians is cast into a condition on the super-Lagrangian by a functional Legendre transformation. It is shown that the ADM super-Lagrangian provides the unique representation of the "group" of deformations of a spacelike hypersurface embedded in a Riemannian space-time when the intrinsic geometry $g_{i j}$ of the hypersurface is allowed as the sole configuration variable. No such uniqueness exists for the super-Lagrangians of source fields. As an illustration, the most general super-Lagrangian for a scalar field with nonderivative gravitational coupling is recovered from the closing relation.

## 1. INTRODUCTION

Geometrodynamics, pure or driven by sources, may be viewed as representing the "group" of deformations of a spacelike hypersurface embedded in a Riemannian space-time. In this paper, we show that pure geometrodynamics has a privileged position-it is the unique representation of the "group" of deformations using the intrinsic geometry $g_{i j}$ of the hypersurface as the sole configuration variable. This generalizes the proof given in Ref. 1 that pure geometrodynamics is the only timereversible representation. Therefore, no irreversible geometrodynamics exists!

While the representation requirement determines pure geometrodynamics uniquely, it still leaves a considerable freedom to the sources of geometry. We illustrate this in the simplest case of a scalar field with nonderivative gravitational coupling. There are infinitely many ways in which such a field may evolve and we shall show how to recover all of them directly from the representation requirement.

What do we mean by saying that a field dynamics represents the "group" of deformations? In the Hamiltonian formalism, the field on a spacelike hypersurface $X^{L}=X^{L}(x)$ is described by a set of canonical coordinates $\phi^{A}(x)$ and conjugate momenta $\pi_{A}(x){ }^{2}$ In pure geometrodynamics, the field $\phi^{A}(x)$ is the intrinsic geometry $g_{i j}(x)$ of the hypersurface itself. In driven geometrodynamics, other fields (scalar, electromagnetic, etc.) enter as sources of the geometry $g_{i j}$ and are included among the variables $\phi^{A}$. We ask how the field changes when we deform the hypersurface $X^{\iota}=X^{\iota}(x)$ into a neighboring hypersurface $X^{L}=X^{L}(x)+\delta X^{L}(x)$. The displacement $\delta X^{L}$ is decomposed into normal and tangential components, $\delta N$ and $\delta N^{l}$,

$$
\begin{equation*}
\delta X^{l}=n^{l} \delta N+X_{i}^{l} \delta N^{i} \tag{1.1}
\end{equation*}
$$

Here, $n^{l}$ is the unit normal to the hypersurface and $X_{i}^{L} \equiv X^{L}, i$ are the tangent vectors in the direction of intrinsic coordinate lines $x^{i}$. The field dynamics is governed by a super-Hamiltonian $H(x)\left[\phi^{A}, \pi_{A}\right]$ and a supermomentum $H_{i}(x)\left[\phi^{A}, \pi_{A}\right]$ constructed from the canonical variables $\phi^{A}, \pi_{A}$ of the theory. An arbitrary functional $F$ of these variables changes under the deformation $\delta N, \delta N^{i}$ by the amount

$$
\begin{equation*}
\delta F=\left[F, H_{x}\right] \delta N^{x}+\left[F, H_{i x}\right] \delta N^{i x} \tag{1.2}
\end{equation*}
$$

The super-Hamiltonian $H$ and supermomentum $H_{i}$ push the field by means of the Poisson brackets (1.2) when the hypersurface is pushed according to Eq. (1.1). In
order that the dynamics of the field develops consistently with the kinematics of slice deformations, the expressions $H$ and $H_{i}$ must close in the way which is characteristic for the generators of the "group" of deformations ${ }^{3,1}$ :

$$
\begin{align*}
& {\left[H_{i}(x), H_{j}\left(x^{\prime}\right)\right]=H_{i}\left(x^{\prime}\right) \delta_{, j}\left(x, x^{\prime}\right)-\left(x \rightarrow x^{\prime}\right),}  \tag{1.3}\\
& {\left[H_{i}(x), H\left(x^{\prime}\right)\right]=H(x) \delta_{, i}\left(x, x^{\prime}\right),}  \tag{1.4}\\
& {\left[H(x), H\left(x^{\prime}\right)\right]=H^{i}(x) \delta_{, i}\left(x, x^{\prime}\right)-\left(x \rightarrow x^{\prime}\right) .} \tag{1.5}
\end{align*}
$$

This poses the representation requirement.
The supermomentum may be found directly, not using Eqs. (1.3)-(1.5) at all, when realizing that the tangential deformation $\delta N^{i}$ is equivalent to the relabeling $x^{i} \rightarrow \bar{x}^{i}=x^{i}+\delta N^{i}$ of the hypersurface. The change of the functional $F$ under the tangential deformation should thus equal to its Lie derivative with respect to $\delta N^{i}$,

$$
\begin{equation*}
\left[F, H_{i x^{\prime}}\right] \delta N^{i x^{\prime}}=\varepsilon_{5 N^{i}} F \tag{1.6}
\end{equation*}
$$

Consider the simplest case of a scalar field $\phi$. Taking for $F$ the scalar field $\phi$ itself and then its conjugate momentum $\pi$ (which ought to be a scalar density), we get from (1.6) two equations:

$$
\begin{aligned}
& {\left[\phi(x), H_{i x^{\prime}}\right] \delta N^{i x^{\prime}}=\mathscr{E}_{\delta N^{i}} \phi(x)=\phi_{, i}(x) \delta N^{i}(x)} \\
& {\left[\pi(x), H_{i x^{\prime}}\right] \delta N^{i x^{\prime}}=\mathscr{Q}_{\delta N^{i}} \pi(x)=\left(\pi(x) \delta N^{i}(x)\right)_{, i}}
\end{aligned}
$$

Because $\delta N^{i}$ is arbitrary, these are actually two functional differential equations:

$$
\begin{align*}
& \frac{\delta H_{i}\left(x^{\prime}\right)}{\delta \pi(x)}=\phi_{, i}(x) \delta\left(x, x^{\prime}\right),  \tag{1.7}\\
& \frac{\delta H_{i}\left(x^{\prime}\right)}{\delta \phi(x)}=-\pi_{i t}(x) \delta\left(x, x^{\prime}\right)-\pi(x)_{, i}\left(x, x^{\prime}\right) .
\end{align*}
$$

The system (1.7) has the unique solution

$$
\begin{equation*}
H_{i}(x)=\pi(x) \phi_{, i}(x) \tag{1.8}
\end{equation*}
$$

In the same way, one may find ${ }^{1}$ the supermomentum of the metric field,

$$
\begin{equation*}
H_{i}(x)=-2 \pi_{i}{ }^{j}{ }_{1 j}(x) . \tag{1.9}
\end{equation*}
$$

Because the Lie derivative of a tensor density is always linear in this density, the supermomentum is always linear in the field momentum. Each of the two supermomenta (1.8), ( 1.9 ), as well as their sum, satisfies the closing relation (1.3). The supermomentum (1.9) belongs to pure geometrodynamics, the total super-
momentum (1.8) $+(1.9)$ to geometrodynamics driven by a scalar field.

The closing relation (1.3) is thus satisfied automatically. The next closing relation is also easy to take care of. Long time ago, Dirac showed ${ }^{4}$ that Eq. (1.4) tells us merely that the super-Hamiltonian $H(x)$ is a scalar density. The task of representing the "group" of deformations thus reduces to the task of constructing a functional $H(x)$ from the canonical variables, which is a scalar density and satisfies the closing relation (1.5).

We say that the field $\phi^{A}, \pi_{A}$ has a nonderivative gravitational coupling, if the total super-Hamiltonian $H^{(T)}$ of this field interacting with geometry falls into two parts, $H$ and $H^{(M)}$, the first of which depends only on the geometrodynamical variables $g_{i j}, \pi^{i j}$, and the second of which depends on the field variables $\phi^{A}, \pi_{A}$ and the metric $g_{i j}$, but not on the geometrodynamic momentum $\pi^{i s}:$

$$
\begin{equation*}
H^{(T)}=H\left[g_{i j}, \pi^{i j}\right]+H^{(n)}\left[\phi^{A}, \pi_{A}, g_{i j}\right] . \tag{1.10}
\end{equation*}
$$

Under such circumstances one may show ${ }^{1}$ that the geometrodynamical super-Hamiltonians $H$ close into the geometrodynamical supermomentum (1.9), and the matter-field super-Hamiltonians $H^{(M)}$ close to the matter-field super-momentum $H^{(M)}{ }_{i}$ according to the same relation (1.5). Moreover, the Poisson brackets may be restricted in the first case only to the geometrodynamical variables, and in the second case only to the matter-field variables. The problem of finding the geometrodynamical super-Hamiltonian thus nicely decouples from the problem of finding the super-Hamiltonian $H^{(N)}$ of the sources.

Finally, it is easy to show that the geometrodynamical super-Hamiltonian must be purely local in the momentum $\pi^{i j}$, i.e., a function of the momentum $\pi^{i j}(x)$ taken at the same point $x$ at which the super-Hamiltonian is evaluated. This follows from the fact that the intrinsic metric $g_{i j}(x)$ of a hypersurface $X^{\text {l }}(x)$ embedded in an arbitrary Riemannian space-time changes under the normal deformation $\delta N(x)$ according to the formula ${ }^{1}$

$$
\begin{equation*}
\delta_{\perp} g_{i j}(x)=K_{i j}(x) \delta N(x), \tag{1.11}
\end{equation*}
$$

with $K_{i j}(x)$ characterizing the extrinsic curvature of the hypersurface, ${ }^{3}$

$$
\begin{equation*}
K_{i j}=2 \frac{\nabla n_{l}}{\partial x^{i}} X_{j}^{l} . \tag{1.12}
\end{equation*}
$$

In Hamiltonian geometrodynamics, $\delta_{\perp} g_{i j}$ is given by the dynamical rule (1.2) with $\delta N^{t}=0$, and the comparison with Eq. (1.11) yields the condition

$$
\begin{equation*}
\frac{\delta H\left(x^{\prime}\right)}{\delta \pi^{i j}(x)}=\left[g_{i j}(x), H\left(x^{\prime}\right)\right]=K_{i j}(x) \delta\left(x, x^{\prime}\right) . \tag{1.13}
\end{equation*}
$$

Because of the $\delta$ - function on the right-hand side of Eq. (1.13), H(x) must be local in the momentum $\pi^{i f}(x)$.

A similar reasoning shows that the scalar field superHamiltonian $H^{(\phi)}(x)$ must be local in the scalar field momentum $\pi(x)$. The change of an arbitrary space-time scalar $\phi\left(X^{\ell}\right)$ under the normal deformation $\delta N(x)$ is

$$
\begin{equation*}
\delta \phi(x)=K(x) \delta N(x), \tag{1.14}
\end{equation*}
$$

with the normal scalar field velocity $K(x)$ introduced as

$$
\begin{equation*}
K(x) \equiv n^{\iota}(x) \phi_{, \iota}\left(X^{x}(x)\right) . \tag{1.15}
\end{equation*}
$$

Because the same change may be determined from the dynamical rule (1.2),

$$
\begin{aligned}
\delta_{\perp} \phi(x) & =\left[\phi(x), H^{(T)}{ }_{x^{\prime}}\right] \delta N^{x^{\prime}} \\
& =\left[\phi(x), H^{(\phi)}{ }_{x^{\prime}}\right] \delta N^{x^{\prime}}=\frac{\delta H^{(\phi)}}{\delta \pi(x)} \delta N^{\prime} x^{x^{\prime}},
\end{aligned}
$$

we get by comparison

$$
\begin{equation*}
\frac{\delta H^{(0)}\left(x^{\prime}\right)}{\delta \pi(x)}=K(x) \delta\left(x, x^{\prime}\right) . \tag{1,16}
\end{equation*}
$$

Therefore, $H^{(\phi)}(x)$ must be a function of $\pi(x)$ rather than a functional.

The scalar field $\phi$ and the metric field ${ }^{4} g_{l k}$ are in this respect exceptional. The super-Hamiltonian of any other tensor field is necessarily nonlocal. Fortunately, this nonlocality is of a simple kind. The super-Hamiltonian additively splits into a local and a nonlocal parts. The nonlocal part is fixed once for all by purely kinematical considerations and turns out to be a spatial divergence of a vector density linear in the field momenta. It determines how the normal and tangential projections of the field behave under a "rotation" of the hypersurface. The true dynamical meaning is carried only by the local part of the super-Hamiltonian, which determines how the field changes under a "translation" of the hypersurface. We shall investigate the dynamics of general tensor fields in another paper. Here, we pay attention to the only two fields with local super-Hamiltonians: the scalar field $\phi$ and the metric field $g_{i j}$.

## 2. LEGENDRE TRANSFORMATION

Rather than trying to determine the super-Hamiltonian $H(x)\left[\phi^{A}, \pi_{A}\right]$ from the closing relation (1.5) directly, it is easier to pass first to the super-Lagrangian $L(x)\left[\phi^{A}, K^{A}\right]$ by the Legendre dual transformation and determine $L(x)\left[\phi^{A}, K^{A}\right]$ from the transformed closing relation. The Legendre transformation takes on a simple form once we know that $H(x)$ is local in the momenta $\pi_{A}(x)$,

$$
\begin{align*}
& \phi^{A}(x), \pi_{A}(x) \rightarrow \phi^{A}(x), K^{A}(x),  \tag{2.1}\\
& \pi_{A}(x)=\frac{\partial L(x)}{\partial K^{A}(x)}, K^{A}(x)=\frac{\partial H(x)}{\partial \pi_{A}(x)},  \tag{2.2}\\
& H(x)=\pi_{A}(x) K^{A}(x)-L(x),  \tag{2.3}\\
& L(x)=\pi_{A}(x) K^{A}(x)-H(x) . \tag{2.4}
\end{align*}
$$

The Legendre formula

$$
\begin{equation*}
\left.\frac{\delta H(x)}{\delta \phi^{A}\left(x^{\prime}\right)}\right|_{\tau_{B} \mathrm{fixed}}=-\left.\frac{\delta L(x)}{\delta \phi^{A}\left(x^{\prime}\right)}\right|_{K^{B} \mathrm{fixed}} \tag{2.5}
\end{equation*}
$$

helps us to transform the closing relation (1.5). Starting from the definition of the Poisson bracket

$$
\left[H(x), H\left(x^{\prime}\right)\right] \equiv \frac{\delta H(x)}{\delta \phi^{A x^{\prime \prime}}} \frac{\delta H\left(x^{\prime}\right)}{\delta \pi_{A x^{\prime \prime}}}-\left(x \rightarrow x^{\prime}\right)
$$

and recalling the locality of $H$,

$$
\frac{\delta H\left(x^{\prime}\right)}{\delta \pi_{A}\left(x^{\prime \prime}\right)}=\frac{\partial H\left(x^{\prime}\right)}{\partial \pi_{A}\left(x^{\prime}\right)} \delta\left(x^{\prime}, x^{\prime \prime}\right)
$$

we get

$$
\begin{equation*}
\frac{\delta L(x)}{\delta \phi^{A}\left(x^{\prime}\right)} K^{A}\left(x^{\prime}\right)+H^{\prime}(x)\left[\phi^{A}, \frac{\partial L}{\partial K^{A}}\right] \delta_{, i}\left(x, x^{\prime}\right)-\left(x \leftrightarrow x^{\prime}\right)=0 \tag{2.6}
\end{equation*}
$$

The supermomentum $H^{i}$ is always linear in the field momentum $\pi_{A}=\partial L / \partial K^{A}$. This has two important consequences. First, Eq. (2.6) is linear in the superLagrangian. Second, it does not change its form under the velocity inversion

$$
\begin{equation*}
K^{A} \rightarrow-K^{A} \tag{2.7}
\end{equation*}
$$

Therefore, if $L\left[\phi^{A}, K^{A}\right]$ satisfies Eq. (2.6), $L\left[\phi^{A},-K^{A}\right]$ also satisfies it. Furthermore, because Eq. (2.6) is a linear equation for $L$, the even and odd velocity parts of $L$,

$$
\begin{equation*}
L^{ \pm} \equiv \frac{1}{2}\left(\left[\left[\phi^{A}, K^{A}\right] \pm L\left[\phi^{A},-K^{A}\right]\right),\right. \tag{2.8}
\end{equation*}
$$

satisfy Eq. (2.6) separately. This is the main simplification achieved by the Legendre transformation: the original closing relation (1.5) was quadratic in the super-Hamiltonian and it therefore mixed the even and odd momentum parts of $H$.

## 3. PURE GEOMETRODYNAMICS

In Ref. 1, the complications associated with the mixing of $H^{+}$with $H^{-}$were circumvented by assuming that geometrodynamics is time-reversible, so that the super-Hamiltonian may be chosen since the beginning as an even function $H^{+}$of the momentum. Within the Lagrangian approach, we are able to remove this additional assumption and prove that geometrodynamics is time-reversible from the closing relation (2,6) itself. ${ }^{6}$ This we do by proving that $L^{-}(x)$ must have the form

$$
\begin{equation*}
L^{-}(x)=\frac{\delta \Lambda[\xi]}{\delta g_{t j}(x)} K_{i j}(x), \tag{3.1}
\end{equation*}
$$

where $\left.\Lambda{ }^{[3} G\right]$ is an arbitrary functional of the threegeometry ${ }^{3} G \equiv g_{i j} /$ Diff $\left(M^{3}\right)$. The super-Langrangian (3.1) is dynamically irrelevant, because it satisfies the Lagrange equations

$$
\begin{equation*}
\frac{\delta_{1}}{\delta N\left(x^{\prime}\right)}\left(\frac{\partial L(x)}{\partial K_{i j}(x)}\right)-\frac{\delta L\left(x^{\prime}\right)}{\delta g_{i j}(x)}=0 \tag{3.2}
\end{equation*}
$$

identically. The evolution of geometry is then governed by the even part $L^{+}$of $L$. The Lagrange equations (3.2) with $L=L^{+}$remain invariant under the time-reversal

$$
\begin{equation*}
\delta N(x) \rightarrow-\delta N(x), \quad K_{i j}(x) \rightarrow-K_{i j}(x), \tag{3.3}
\end{equation*}
$$

which means that pure geometrodynamics is reversible. The actual structure of $L+\left[g_{i j}, K_{i j}\right]$ is then determined from the closing relation (2.6).

Let us first cast the closing relation ( 2.6 ) specialized to pure geometrodynamics into an advantageous form

$$
\begin{equation*}
\frac{\delta L(x)}{\delta g_{i j}\left(x^{\prime}\right)} K_{i j}\left(x^{\prime}\right)+2 \frac{\partial L(x)}{\partial K_{i j}(x)} \delta_{1 i j}\left(x, x^{\prime}\right)-\left(x \rightarrow x^{\prime}\right)=0 . \tag{3.4}
\end{equation*}
$$

We have arrived at Eq. (3.4) by using the identity
$H^{i}(x) \delta_{, i}\left(x, x^{\prime}\right)-\left(x-x^{\prime}\right)=2 \pi^{i j}(x) \delta_{1 ; j}\left(x, x^{\prime}\right)-\left(x \rightarrow x^{\prime}\right)(3.5)$
which is satisfied by the geometrodynamical supermomentum (1.9).

We solve Eq. (3.4) by expanding $L$ into a power series
$L=\sum_{n=0}^{\infty}{ }^{(n)} G^{1_{1} j_{1} \cdots i_{n}{ }_{n}}\left[g^{k l}\right] K_{i_{1} j_{1}} \ldots K_{i_{n}{ }_{n}}$
and comparing the coefficients belonging to different powers of $K_{i j}$. The comparison is easy once all spatial derivatives are shifted to the $\delta$-functions, as we have done in Eq. (3.4) by means of the identity (3.5). One can also see directly that Eq. (3.4) does not mix the even ( $n=0,2,4, \cdots$ ) and odd ( $n=1,3,5, \cdots$ ) coefficients ${ }^{(n)} G^{i_{1} j_{1}}{ }^{\circ} \cdots_{n}{ }^{j}{ }_{n}$, corresponding to the fact that $L^{*}$ and $L^{*}$ satisfy Eq. (3.4) separately.

The coefficients ${ }^{(\pi)} G^{i_{1} j_{1} \cdots i_{n}{ }^{\prime} n}$ are some functionals ${ }^{(n)} G^{i_{1} j_{1}} \cdots i_{n}{ }_{n}\left[g_{k 1}\right]$ of the metric $g_{k 1}$. Because $H$ is a scalar density, $K_{i j}$ is a tensor, and $\pi^{i j}$ is a tensor density, $L$ must be a scalar density and all coefficients ${ }^{\left({ }_{n}\right)} G^{t_{1} j_{1} \cdots i_{n}{ }^{\prime} n}$ must be tensor densities. Because $K_{i j}$ is a symmetrical tensor, the coefficients ${ }^{(n)} G^{\left.i_{1} j_{1} \cdots i_{n}\right)_{n}}$ are assumed to be symmetrical in each pair $i_{a} j_{a}$ of indices and also symmetrical with respect to an interchange $i_{a} j_{a} \hookleftarrow i_{b} j_{b}$ of pairs. Finally, we shall often omit the superscript ${ }^{(\pi)}$, because the order of the coefficient ${ }^{(n)} G^{i} i_{1} j_{1} \cdots i_{n}{ }^{j} n$ is indicated by the number of its indices.

## A. $£^{-}$regained

Put $K_{i j}=0$ in Eq. (3.4), collecting thus all terms which do not contain $K_{t j}$,

$$
\begin{equation*}
G^{i j}(x) \delta_{1 i j}\left(x, x^{\prime}\right)-G^{i j}\left(x^{\prime}\right) \delta_{1 i^{\prime} j^{\prime}}\left(x^{\prime}, x\right)=0 . \tag{3.7}
\end{equation*}
$$

The consequences of the distribution equation (3.7) are best extracted when we multiply it by two scalar test functions, $a(x)$ and $b\left(x^{\prime}\right)$, and integrate over $x$ and $x^{\prime}$. When integrating by parts, remember that $\delta\left(x, x^{\prime}\right)$ is a scalar in the first and a scalar density in the second argument, and that $G^{i j}(x)$ is a tensor density. After discarding some divergences, we obtain the equation

$$
\begin{equation*}
\int d^{3} x a\left(2 b_{, i} G^{i j}{ }_{1 j}+b G^{i j}{ }_{1 i j}\right)=0 \tag{3.8}
\end{equation*}
$$

Because $a(x)$ is arbitrary,

$$
\begin{equation*}
2 b_{, i} G^{i j}{ }_{1 j}+b G^{i j}{ }_{l i j}=0 \tag{3.9}
\end{equation*}
$$

But $b(x)$ and $b_{, i}(x)$ at a given point $x$ are also arbitrary, so that

$$
\begin{equation*}
G_{i j}^{i j}=0 . \tag{3.10}
\end{equation*}
$$

Going backwards, Eq. (3.10) ensures that Eq. (3.8) and therefore the distribution equation (3.7) are satisfied. Equation (3.10) is thus the only conclusion we may draw from Eq. (3.7).

Next we collect those terms in Eq. (3.4) which are quadratic in $K_{i j}$, getting

$$
\begin{aligned}
\frac{\delta G^{i j}(x)}{\delta g_{k l}\left(x^{\prime}\right)} K_{i j}(x) K_{k l}\left(x^{\prime}\right) & +6 G^{i j k l m n}(x) K_{i j}(x) K_{k l}(x) \delta_{1 m n}\left(x, x^{\prime}\right) \\
& \left(x \rightarrow x^{\prime}\right)=0 .
\end{aligned}
$$

Equation (3.11) must hold for an arbitrary $K_{i j}(x)$. To follow its consequences step by step, write $K_{i j}(x)$ formally as a product of a scalar $k(x)$ and a tensor $K_{i j}(x)$,

$$
\begin{equation*}
K_{i j}(x)=\bar{k}(x) \bar{K}_{i j}(x) . \tag{3.12}
\end{equation*}
$$

Keep first the tensor $\bar{K}_{i j}(x)$ fixed and consider the
scalar $k(x)$ to be arbitrary. Later on, allow the tensor $\bar{K}_{i j}(x)$ to vary again.

We introduce the abbreviations

$$
\begin{align*}
& A\left(x, x^{\prime}\right) \equiv 6 H^{m n}(x) \delta_{1 m n}\left(x, x^{\prime}\right)  \tag{3,13}\\
& H^{m n}(x) \equiv G^{i j k l m n}(x) \bar{K}_{i j}(x) \bar{K}_{k l}(x)  \tag{3.14}\\
& B\left(x, x^{\prime}\right) \equiv\left(\frac{\delta G^{i j}(x)}{\delta g_{k i}\left(x^{\prime}\right)}-\frac{\delta G^{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)}\right) \bar{K}_{i j}(x) \bar{K}_{k j}\left(x^{\prime}\right) \tag{3.15}
\end{align*}
$$

Equation (3.11) then assumes the form
$A\left(x, x^{\prime}\right) k(x) k(x)-A\left(x^{\prime}, x\right) k\left(x^{\prime}\right) k\left(x^{\prime}\right)+B\left(x, x^{\prime}\right) k(x) k\left(x^{\prime}\right)=0$.

Notice that $H^{m n}$ is symmetrical, and

$$
\begin{equation*}
B\left(x^{\prime}, x\right)=-B\left(x, x^{\prime}\right) \tag{3.17}
\end{equation*}
$$

Equation (3.16) holds for an arbitrary scalar $k(x)$ and some distribution coefficients $A\left(x, x^{\prime}\right), B\left(x, x^{\prime}\right)$ with the symmetry (3.17). According to the Lemma 1 proved in the Appendix, the coefficients $A\left(x, x^{\prime}\right), B\left(x, x^{\prime}\right)$ must satisfy the relations

$$
\begin{align*}
& A^{(+)}\left(x, x^{\prime}\right)=A(x) \delta\left(x, x^{\prime}\right)  \tag{3.18}\\
& -2 A^{(-)}\left(x, x^{\prime}\right)=B\left(x, x^{\prime}\right) \tag{3.19}
\end{align*}
$$

with

$$
\begin{aligned}
& A^{(+)}\left(x, x^{\prime}\right) \equiv \frac{1}{2}\left(A\left(x, x^{\prime}\right) \pm A\left(x^{\prime}, x\right)\right) \\
& A(x) \equiv \int d^{3} x^{\prime} A^{(+)}\left(x, x^{\prime}\right)
\end{aligned}
$$

For $A\left(x, x^{\prime}\right)$ given by Eq. (3.13), the relation (3.18) gives

$$
\begin{equation*}
H^{m n}(x) \delta_{1 m n}\left(x, x^{\prime}\right)+H^{m n}\left(x^{\prime}, x\right) \delta_{I_{m^{\prime} n^{\prime}}}\left(x^{\prime}, x\right)=H^{m n}{ }_{1 m n}(x) \delta\left(x, x^{\prime}\right) \tag{3.20}
\end{equation*}
$$

Multiply Eq. (3.20) by two scalar test functions, $a(x)$ and $b\left(x^{\prime}\right)$, and integrate it over $x$ and $x^{\prime}$. Recalling that $H^{m n}$ is a tensor density, we again discard some divergences and obtain

$$
\int d^{3} \times 2 a\left(b_{1 m n} H^{m n}+b_{1 m} H^{m n}{ }_{1 n}\right)=0
$$

Because $a(x)$ is arbitrary, and also $b_{1 m}(x)$ and $b_{\mid \underline{\mid m n}}(x)$ $\equiv \frac{1}{2}\left(b_{1 m n}(x)+b_{1_{n m}}(x)\right)$ at a given point $x$ are arbitrary, we conclude that

$$
\begin{equation*}
H^{m n}=0 \tag{3.21}
\end{equation*}
$$

Returning to the definition (3.14) of $H^{m n}$ and using now the arbitrariness of $\bar{K}_{i j}$, we see that $\mathrm{Eq} q_{0}(3.21)$ really means that

$$
\begin{equation*}
G^{i j k l m n}(x)=0 . \tag{3.22}
\end{equation*}
$$

Equation (3.21) implies that the coefficient $A\left(x, x^{*}\right)$ given by Eq. (3.13) vanishes. According to Eq. (3.19), the coefficient $B\left(x, x^{\prime}\right)$ must then also vanish. Because $B\left(x, x^{\prime}\right)$ has the form ( 3.15 ) and $\bar{K}_{i j}(x)$ may again be considered as an arbitrary tensor, we apply the Lemma 2 proved in the Appendix and conclude that

$$
\begin{equation*}
\frac{\delta G^{i j}(x)}{\delta g_{k l}\left(x^{\prime}\right)}-\frac{\delta G^{k t}\left(x^{t}\right)}{\delta g_{i j}(x)}=F^{i j k l}(x) \delta\left(x, x^{\prime}\right) \tag{3.23}
\end{equation*}
$$

where $F^{j j k l}$ is symmetrical in $i j$ and $k l$ and antisymmetrical in the interchange $i j \leftrightarrow k l$ of pairs. One can check that Eqs. (3.22) and (3.23) are the only two
consequences one may draw from Eq. (3.11).
The closing relation (3.4) has such a structure that once an odd (even) coefficient ${ }^{(n)} G$ vanishes,

$$
\begin{equation*}
{ }^{(n)} G^{i_{1} i_{1} \cdots i_{n} j_{n}=0} \tag{3.24}
\end{equation*}
$$

all subsequent odd (even) coefficients ${ }^{(n+2)} G,{ }^{(n+4)} G, \cdots$ are forced to vanish as well. Indeed, when Eq. (3.24) holds, the only term of the order $n+1$ remaining in Eq. (3.4) is

$$
\begin{equation*}
H^{i j}(x) \delta_{1 i j}\left(x, x^{\prime}\right)-H^{i j}\left(x^{\prime}\right) \delta_{1 i^{\prime} j},\left(x^{\prime}, x\right)=0 \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{i j} \equiv{ }^{(n+2)} G^{t_{1} j_{1}} \cdots i_{n+1} j_{n+1}{ }^{i j} K_{i_{1} j_{1}} \ldots K_{i_{n+1} j_{n+1}} \tag{3.26}
\end{equation*}
$$

Equation (3.25) has the same form as Eq. (3.7) and it thus leads to the same consequence,

$$
\begin{equation*}
H^{i j}{ }_{j}=0 \tag{3.27}
\end{equation*}
$$

The term $H^{i j}$ in Eq. (3.27) depends, however, on an arbitrary tensor $K_{i j}$, whereas the term $G^{i j}$ in Eq. (3.10) was $K_{i j}$-independent. This allows us to conclude from Eq. ( 3,27 ) that the coefficient ${ }^{(n+2)} G$ must vanish,

$$
{ }^{(n+2)} G^{i_{1} j_{1} \cdots 1_{n+2}^{2} n+2}=0
$$

We can see that by substituting the expression (3.26) into Eq. (3.27),

$$
\begin{gathered}
{ }^{(n+2)} G^{i_{1} j_{1} \cdots i_{n+1}^{j_{n+1}}{ }^{i j} K_{i_{1} j_{1}} \cdots K_{i_{n+1} j_{n+1}}} \\
+(n+1)^{(n+2)} G^{i_{1} j_{1} \cdots i_{n} j_{n} i_{n+1} j_{n+1} i j} K_{i_{1} j_{1}} \circ \circ K_{i_{n} j_{n}} K_{i_{n+1} j_{n+1} j}=0
\end{gathered}
$$

and realizing that $K_{i j}$ and $K_{i j l k}$ are both arbitrary at a given point $x$.

Because the coefficient ${ }^{(3)} G$ vanishes according to Eq. (3.22), all subsequent odd coefficients must vanish and $L^{-}$thereby reduces to the term linear in $K_{i j}$. The coefficient $G^{i j}$ of this term is subject to the conditions (3.10) and (3.23). Equation (3.10) tells us that $G^{i j}$ is divergence-free. Equation (3.23) prescribes a definite form to the "functional curl" $\delta G^{i j}(x) / \delta g_{k 1}\left(x^{\prime}\right)-\delta G^{k t}\left(x^{\prime}\right) /$ $\delta g_{i j}(x)$ of $G^{i j}\left[g_{k i}\right]$.

In relativity, one often generates a divergence-free functional $G^{i j}(x)\left[g_{k l}\right]$ by taking a labeling-independent functional $\left.\Lambda^{[3} G\right]$ and varying it with respect to the metric $g_{i j}$; this is how the Einstein tensor density arises from the Hilbert action. Also, if

$$
G^{i j}(x)=\frac{\delta \Lambda\left[g_{i l}\right]}{\delta g_{i j}(x)}
$$

is divergence-free (the divergence being taken as if $G^{i f}$ were a tensor density), the functional $\Lambda\left[g_{k l}\right]$ must be a labeling-independent scalar density, and therefore a functional of the 3 -geometry ${ }^{3} G$ rather than a functional of the metric $g_{k l}{ }^{7}$ It is not true, however, that all divergence-free tensor densities $G^{i j}(x)\left[g_{k l}\right]$ constructed invariantly from the metric tensor $g_{k l}$ are variational derivatives of labeling-independent functionals $\Lambda\left[{ }^{3} G\right]$. A counterexample is provided by the (symmetrical) tensor density

$$
\begin{equation*}
\beta^{i J} \equiv \epsilon^{i k t} R_{k \mid t}^{j} \tag{3.29}
\end{equation*}
$$

introduced by York. ${ }^{8}$ If $G^{4 y}$ is a functional gradient, Eq. (3.28), its functional curl must vanish,

$$
\begin{equation*}
\frac{\delta G^{i j}(x)}{\delta g_{k l}\left(x^{\prime}\right)}-\frac{\delta G^{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)}=0 \tag{3.30}
\end{equation*}
$$

It is easy to check that the functional curl of $\beta^{i j}$ does not vanish.

To prove that geometrodynamics is time-reversible, we must show, according to Eq. (3.1), that the coefficient $G^{i j}$ is a functional gradient. This is not clear at this stage, because Eq. (3.23) taken by itself does not say that the functional curl of $G^{i j}$ vanishes, but only that it has a certain structure. Fortunately, as shown by Teitelboim, ${ }^{9}$ Eqs. (3.10) and (3.23) taken together imply that an undetermined functional $F^{i j k l}(x)\left[g_{m n}\right]$ on the right-hand side of Eq. (3.23) must vanish, which leads to the desired result.

One arrives to Teitelboim's conclusion by proving first the following:

Lemma: When (1) $G^{i j}(x)\left[g_{k l}\right]$ is a symmetrical tensor density constructed invariantly from the metric tensor and (2) $G^{i j}{ }_{1 j}=0$, then

$$
\begin{equation*}
I \equiv \int d^{3} x^{\prime}\left(\frac{\delta G^{i j}(x)}{\delta g_{k l}\left(x^{\prime}\right)}-\frac{\delta G^{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)}\right) £_{6 N m} g_{k l}\left(x^{\prime}\right)=0 . \tag{3.31}
\end{equation*}
$$

The assumption (1) leads to the transformation formula

$$
\begin{align*}
\int d^{3} x^{\prime} \frac{\delta G^{i j}(x)}{\delta g_{k l}\left(x^{\prime}\right)} £_{6 N^{m}} g_{k l}\left(x^{\prime}\right) & =G^{i j}(x)\left[g_{k l}+\mathfrak{£}_{6 N^{m}} g_{k l}\right]-G^{i j}(x)\left[g_{k l}\right] \\
& =\mathfrak{£}_{6 N^{m}} G^{i j}(x), \tag{3.32}
\end{align*}
$$

which takes care of the first term of $I$. The second term may be rearranged into

$$
\begin{align*}
& -\int d^{3} x^{\prime} \frac{\delta G^{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)} \mathfrak{E}_{6 N m} g_{k l}\left(x^{\prime}\right)=-\frac{\delta \int d^{3} x^{\prime} G^{k l}\left(x^{\prime}\right) \mathcal{E}_{6 N m} g_{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)} \\
& \quad+\int d^{3} x^{\prime} G^{k l}\left(x^{\prime}\right) \frac{\delta \mathbb{E}_{6 N m} g_{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)} . \tag{3.33}
\end{align*}
$$

Varying the Lie derivative of $g_{k l}$, we get

$$
\begin{align*}
& \frac{\delta \mathscr{E}_{\delta N m} g_{k l}\left(x^{\prime}\right)}{\delta g_{i j}(x)}=\delta_{k l}^{i j} \delta N^{m}\left(x^{\prime}\right) \delta_{, m^{\prime}}\left(x^{\prime} x\right)  \tag{3.34}\\
& +\delta_{k m}^{i j} \delta N^{m}\left(x^{\prime}\right) \delta\left(x^{\prime}, x\right)+\delta_{l_{m}}^{i j} \delta N^{m}{ }_{, k}\left(x^{\prime}\right) \delta\left(x^{\prime}, x\right)
\end{align*}
$$

The last integral in Eq. (3.33) is then evaluated, yielding $-\&_{8 N}{ }^{m} G^{i j}(x)$. The first integral on the righthand side of Eq. (3.34) vanishes,
$\int d^{3} x G^{k l}(x) \mathbb{E}_{6 N^{m}} g_{k l}(x)=\int d^{3} x G^{k l}\left(\delta N_{k l l}+\delta N_{l l_{k}}\right)$
$=2 \int d^{3} x G^{k l} \delta N_{k \mid l}=2 \int d^{3} x\left(G^{k l} \delta N_{k}\right)_{1 l}-2 \int d^{3} x G^{k l}{ }_{11} \delta N^{k}=0$,
because $\left(G^{k l} \delta N_{k}\right)_{12}$ is an ordinary divergence and $G^{k l}{ }_{12}$ vanishes by assumption (2). Collecting all terms of $I$ together, we see that $I$ vanishes.

When we substitute into Eq. (3.31) the form which Eq. (3.23) prescribes for the functional curl of $G^{i j}$, we get

$$
\begin{equation*}
F^{t j k t} \delta N_{k l l}=0 . \tag{3.35}
\end{equation*}
$$

Because $\delta N_{k l l}$ at a given point $x$ is arbitrary, $F^{i j k l}$ must vanish. Equation (3.23) then ensures (dis regarding the' global problems which might arise if the space of func-
tions was multiply connected) that $G^{i j}$ is a functional gradient (3.28). Because of Eq. (3.10), $\Lambda$ depends only on ${ }^{3} G$. This finally shows that $L^{-}$has the desired form (3.1).

## B. $£^{+}$regained

Turning to the even part of the super-Lagrangian, we collect in Eq. (3.4) all terms linear in $K_{i j}$, getting

$$
\begin{equation*}
A^{i j}\left(x, x^{\prime}\right) K_{i j}\left(x^{\prime}\right)-A^{i j}\left(x^{\prime}, x\right) K_{i j}(x)=0, \tag{3.36}
\end{equation*}
$$

with

$$
\begin{equation*}
A^{i j}\left(x, x^{\prime}\right)=\frac{\delta G(x)}{\delta g_{i j}\left(x^{\prime}\right)}-4 G^{i j k l}\left(x^{\prime}\right) \delta_{l k^{\prime}}\left(x^{\prime}, x\right) \tag{3.37}
\end{equation*}
$$

Varying Eq. (3.36) with respect to $K_{i j}\left(x^{\prime \prime}\right)$,

$$
A^{i j}\left(x, x^{\prime}\right) \delta\left(x^{\prime}, x^{\prime \prime}\right)-A^{i j}\left(x^{\prime}, x\right) \delta\left(x, x^{\prime \prime}\right)=0
$$

and integrating the resulting equation over $x^{\prime}$, we learn that $A^{i j}\left(x, x^{\prime \prime}\right)$ must be proportional to the $\delta$-function,

$$
\begin{align*}
& A^{i j}\left(x, x^{\prime \prime}\right)=F^{i j}(x) \delta\left(x, x^{\prime \prime}\right),  \tag{3,38}\\
& F^{i j}(x) \equiv \int d^{3} x^{i} A^{i j}\left(x^{\prime}, x\right)
\end{align*}
$$

For the coefficient (3.37), Eq. (3.38) gives

$$
\begin{equation*}
\frac{\delta G(x)}{\delta g_{i j}\left(x^{\prime}\right)}=F^{i j}(x) \delta\left(x, x^{\prime}\right)+4 G^{i j k l}\left(x^{\prime}\right) \delta_{l k^{\prime} l^{\prime}}\left(x^{\prime}, x\right) \tag{3.39}
\end{equation*}
$$

Equation (3.39) was analyzed in detail in Ref. 1. We shall repeat here only the main results.

First, we see that $G(x)$ must be a function of the metric tensor $g_{i j}(x)$ and its first and second partial derivatives, because otherwise the variation of $G(x)$ with respect to $g_{i j}\left(x^{\prime}\right)$ would yield higher derivatives of the $\delta$-function than the second ones. Because $G(x)$ is a form-invariant scalar density, we know ${ }^{10}$ that it may depend on $g_{i j}(x)$ and its derivatives only through the metric tensor $g_{i j}(x)$ and the Riemann tensor $R_{i j k l}(x)$. In a three-dimensional space, the Riemann tensor is expressible by means of the Ricci tensor $R_{i j}(x)$ and the metric tensor $g_{i j}(x)$, so that finally

$$
\begin{equation*}
G(x)=G\left(g_{i j}(x), R_{i j}(x)\right) . \tag{3.40}
\end{equation*}
$$

Varying Eq. (3.40) with respect to $g_{t j}$, we get
$\delta G=\left(\phi^{i j}+\frac{1}{2} R_{k l}^{i}{ }^{j} \phi^{k l}+\frac{1}{4} R_{k}^{i} \phi^{k j}+\frac{1}{4} R_{k}^{j} \phi^{k i}\right) \delta g_{i j}$

$$
\begin{align*}
& +\frac{1}{4}\left(\phi^{i k} g^{j l}+\phi^{i l} g^{j k}+\phi^{j k} g^{i l}+\phi^{j l} g^{i k}\right.  \tag{3.41}\\
& \left.-2 \phi^{i j} g^{k l}-2 \phi^{k l} g^{i j}\right) \delta g_{i j \mid k l},
\end{align*}
$$

with

$$
\begin{equation*}
\phi^{i j}=\frac{\partial G\left(g_{k l}, R_{k l}\right)}{\partial g_{i j}}, \quad \phi^{i j}=\frac{\partial G\left(g_{k l}, R_{k l}\right)}{\partial R_{i j}} . \tag{3.42}
\end{equation*}
$$

The variation of $G$ may be also determined from Eq. (3.39), with the result

$$
\begin{align*}
\delta G= & \left(F^{i j}+4 G^{i j k l}{ }_{l k l}\right) \delta g_{i j} \\
& +8 G^{i j k l}{ }_{1 i} \delta g_{i j 1 k}+4 G^{i j k l} \delta g_{i j \mid k l} . \tag{3.43}
\end{align*}
$$

Because $\delta g_{i j}, \delta g_{i j \mid k}$, and $\delta g_{i j \mid k l}=\frac{1}{2}\left(\delta g_{i j \mid k l}+\delta g_{i j \mid k k}\right)$ may be chosen at a given point as arbitrary and mutually independent quantities, the comparison of expressions (3.41) and ( 3.43 ) yields three sets of equations. The first set,

$$
\begin{align*}
G^{i j k l}= & \frac{1}{16}\left(\phi^{i k} g^{i l}+\phi^{i l} g^{j k}+\phi^{j k} g^{i l}+\phi^{j l} g^{i k}\right. \\
& \left.-2 \phi^{i j} g^{k l}-2 \phi^{k l} g^{i j}\right), \tag{3.44}
\end{align*}
$$

obtained by comparing the coefficients of $\delta g_{i j 1 k l}$, determines the "supermetric" $G^{i j k l}$ in terms of the "potential" G. The second set,

$$
\begin{equation*}
G^{i j k l}{ }_{11}=0, \tag{3.45}
\end{equation*}
$$

obtained by comparing the coefficients of $\delta g_{\left.i f\right|_{k}}$, imposes then a condition on the potential $G$ through the supermetric $G^{i j k l}$. This condition fixes the potential and through it the supermetric up to two arbitrary constants. The third set of equations, obtained by comparing the coefficients of $\delta g_{i j}$, then turns into an identity.

The condition for $G$ is obtained when substituting the supermetric (3.44) into Eq. (3.45),

$$
\begin{equation*}
\phi^{i j l k}-\phi^{i k l j}+g^{i j} \phi_{1 l}^{k l}-g^{i k} \phi_{1 l}^{i l}=0 . \tag{3.46}
\end{equation*}
$$

Contracting Eq. (3.46) in the indices $i j$, we get

$$
\begin{equation*}
\bar{\phi}^{k l}{ }_{12}=0, \quad \bar{\phi}^{k l} \equiv \phi^{k l}+\phi g^{k l} . \tag{3.47}
\end{equation*}
$$

According to its definition (3.42), $\phi^{i j}$ is a tensor density constructed invariantly from the metric tensor and its first and second derivatives. So is $\bar{\phi}^{k l}$, which is in addition divergence-free. Thanks to a theorem due to Lovelock ${ }^{11}$, $\bar{\phi}^{k l}$ must be a linear combination of the Einstein tensor density $g^{1 / 2}\left(R^{k l}-\frac{1}{2} R g^{k l}\right)$ and the metric tensor density $g^{1 / 2} g^{k l}$. Using the full Eq. (3.46) again, we learn that $\phi^{i j}$ must be actually proportional to the metric density,

$$
\begin{equation*}
\phi^{i j}=(2 \kappa)^{-1} g^{1 / 2} g^{i j}, \quad \kappa=\text { const. } \tag{3.48}
\end{equation*}
$$

Substituting Eq. (3.48) into Eq. (3.44), we get the supermetric

$$
\begin{equation*}
G^{i j k l}=(16 \kappa)^{-1} g^{1 / 2}\left(g^{i k} g^{j l}+g^{i l} g^{j k}-2 g^{i j} g^{k l}\right) . \tag{3.49}
\end{equation*}
$$

Returning to the definition (3.42) of $\phi^{i j}$, we may integrate Eq. (3.48) for $G$, picking up a second constant $\lambda$,

$$
\begin{equation*}
G=(2 \kappa)^{-1} g^{1 / 2}(R-2 \lambda) . \tag{3.50}
\end{equation*}
$$

Linear terms in Eq. (3.4) thus determine the superLagrangian up to the terms quadratic in $K_{i j}$. Collect now the terms containing the product of three $K_{i j}$ in Eq. (3.4). Because the supermetric ( 3.49 ) is purely local in the metric $g_{k l}, \delta L(x) / \delta g_{i j}\left(x^{\prime}\right)$ is proportional in the third order to the $\delta$-function, and the first expression in Eq. (3.4) gives no contribution after the commutation $\left(x \leftrightarrow x^{\prime}\right)$. We thus get

$$
H^{i j}(x) \delta_{\mid i j}\left(x, x^{\prime}\right)-H^{i j}\left(x^{\prime}\right) \delta_{1 i^{\prime} j^{\prime}}\left(x^{\prime}, x\right)=0,
$$

with

$$
H^{i j} \equiv G^{i_{1} 1_{1} i_{2} j_{2} i_{3} j_{3}{ }^{i j}} K_{i_{1} j_{2}} K_{i_{2} j_{2}} K_{i_{3} j_{3}}
$$

The argument given in Sec. 3A then shows that the coefficient ${ }^{(4)} G$ and all further even coefficients ${ }^{(6)} \mathrm{G}$, ${ }^{(8)} G, \ldots$ must vanish. The even part of the gravitational super-Lagrangian is therefore quadratic in the velocity $K_{i j}$, being equal to

$$
\begin{equation*}
L^{+}=G^{i j k l} K_{i j} K_{k t}+(2 \kappa)^{-1} g^{1 / 2}(R-2 \lambda), \tag{3.51}
\end{equation*}
$$

with the supermetric ( 3,49 ) , Remembering that $K_{i j}$ is
the -2 multiple of the extrinsic curvature, one recognizes in the expression (3.51) the ADM super-Lagrangian. ${ }^{12}$ This completes the proof of the statement that the Einsteinian geometrodynamics is the only representation of the "group" of deformations of spacelike hypersurface embedded in a Riemannian space-time using the metric $g_{i j}$ as the sole configuration variable.

## 4. SCALAR FIELD DYNAMICS

The closing relation (3.4) determines the gravitational super-Lagrangian completely -up to the constants $\kappa$ and $\lambda$ which are interpreted as the gravitational constant and the cosmological constant, and up to the trivial part $L^{-}$ which has no influence on dynamics and may be thus safely discarded. This shows the uniqueness of Einsteinian geometrodynamics. The uniqueness breaks down when we pass from the metric field to its sources. The closing relation still ensures that the source-field dynamics may be consistently interpreted as taking place in a single Riemannian space-time, but there are many alternative dynamics compatiable with this requirement. We illustrate the situation on the scalar field (which is, as we have seen, the only field besides the metric field possessing a super-Hamiltonian local in the field momentum). We recover from the closing relation (2.6) itself all different ways in which the dynamics of the scalar field with nonderivative gravitational coupling may procede.

The field-part $H^{(\phi)}$ of the total super-Hamiltonian satisfies the closing relation (1.5) separately, with the Poisson brackets being confined to the scalar field variables $\phi$ and $\pi$. Pass to the super-Lagrangian $L^{(\phi)}$, performing the Legendre dual transformation ( 2,1 )(2.4) in the variables $\phi, \pi$ :

$$
\begin{align*}
& \phi(x), \pi(x) \rightarrow \phi(x), K(x), \\
& K(x)=\frac{\partial H^{(\phi)}(x)}{\partial \pi(x)}, \quad L^{(\phi)}(x)=\pi(x) K(x)-H^{(\phi)}(x) . \tag{4,1}
\end{align*}
$$

The scalar field super-Lagrangian $L^{(\phi)}$ may depend, besides the scalar field amplitude $\phi$ and the associated normal velocity $K$, only on the undifferentiated metric tensor $g_{i j}$. We know that $L^{(\phi)}$ must be a scalar density with respect to the spatial transformations. This severely limits the manner in which the derivatives of $\phi$ may enter into $L^{(\phi)}$. Indeed, $L^{(\phi)}$ must have the form

$$
\begin{equation*}
L^{(\phi)}=g^{1 / 2} L(\phi, \psi, K), \tag{4.2}
\end{equation*}
$$

where $L$ is an arbitrary function of the three scalars $\phi, K$, and

$$
\begin{equation*}
\psi \equiv g^{i j} \phi_{, i} \phi_{, j} . \tag{4.3}
\end{equation*}
$$

Higher derivatives of $\phi$ than the first ones cannot enter the super-Lagrangian $L^{(\phi)}$, because the formation of a scalar density would require the use of covariant derivatives. This would introduce the differentiated metric tensor into $L^{(\phi)}$, contrary to the assumption of the nonderivative coupling. The scalar $\psi$ is the only scalar which can be formed from the first derivatives of $\phi$.

The scalar field supermomentum is given by Eq. (1.8) and the transformed closing relation (2.6) takes the form

$$
\frac{\delta L(x)}{\delta \phi\left(x^{\prime}\right)} K\left(x^{\prime}\right)+\frac{\partial L(x)}{\partial K(x)} \phi^{, i}(x) \delta_{, i}\left(x, x^{\prime}\right)-\left(x \rightarrow x^{\prime}\right)=0 . \text { (4.4) }
$$

The variational derivative of $L$ is

$$
\begin{align*}
\frac{\delta L(x)}{\delta \phi\left(x^{\prime}\right)} & =\frac{\partial L(x)}{\partial \phi(x)} \frac{\delta \phi(x)}{\delta \phi\left(x^{\prime}\right)}+\frac{\partial L(x)}{\delta \psi(x)} \frac{\delta \psi(x)}{\delta \phi\left(x^{\prime}\right)} \\
& =\frac{\partial L(x)}{\partial \phi(x)} \delta\left(x, x^{\prime}\right)+2 \frac{\partial L(x)}{\partial \psi(x)} \phi^{\prime i}(x) \delta_{, i}\left(x, x^{\prime}\right) . \tag{4.5}
\end{align*}
$$

Substituting it into Eq. (4.4), we get

$$
\begin{equation*}
A^{i}(x) \delta_{i}\left(x, x^{\prime}\right)-A^{i}\left(x^{\prime}\right) \delta_{, i}\left(x^{\prime}, x\right)=0, \tag{4.6}
\end{equation*}
$$

with

$$
\begin{equation*}
A^{i} \equiv \phi^{, i}\left(\frac{\partial L}{\partial K}+2 \frac{\partial L}{\partial \psi}\right) . \tag{4.7}
\end{equation*}
$$

Multiplying the distribution equation (4.6) by a test function $a\left(x^{\prime}\right)$ and integrating it over $x^{\prime}$,

$$
a A_{, i}^{i}+2 a_{, i} A^{i}=0
$$

we learn that $A^{i}$ must vanish, because $a$ and $a_{, i}$ at a given point $x$ are arbitrary. From Eq. (4.7) we get the equation

$$
\begin{equation*}
\frac{\partial L}{\partial K}+2 \frac{\partial L}{\partial \psi}=0, \tag{4.8}
\end{equation*}
$$

which tells us that $L$ must have the form

$$
\begin{equation*}
L=L\left(\phi, \psi-K^{2}\right) . \tag{4.9}
\end{equation*}
$$

An arbitrary function $L$ of two variables, $\phi$ and $\psi$, thus generates a permissable dynamics through the super-Lagrangian (4.2), (4.9), with $\psi$ given by Eq. (4.3). We see that the scalar field super-Lagrangian is highly ambiguous.

From the super-Lagrangian (4.9), we can pass to the standard space-time Lagrangian ${ }^{4} L$. The action contained in the coordinate cell with the edges $d_{(0)} X^{L}$, $d_{(1)} X^{l}, d_{(2)} X^{C}, d_{(3)} X^{C}$ may be expressed through the space-time Lagrangian ${ }^{4} L$ as

$$
\begin{equation*}
{ }^{4} L^{4} \epsilon_{L \kappa \lambda \mu} d_{(0)} X^{l} d_{(1)} X^{\kappa} d_{(2)} X^{\lambda} d_{(3)} X^{\mu}, \tag{4.10}
\end{equation*}
$$

where ${ }^{4} \epsilon_{l_{k \lambda \Lambda}}$ is the space-time Levi-Civita pseudotensor. Adapt the cell to a given hypersurface, generating $d_{(i)} X^{l}$ by the edges $d_{(i)} x^{j}$ of a coordinate cell on the hypersurface,

$$
\begin{equation*}
d_{(i)} X^{l}=X_{j}^{l} d_{(i)} x^{j}, \tag{4.11}
\end{equation*}
$$

and taking $d_{(0)} X^{l}$ to be perpendicular to the hypersurface,

$$
\begin{equation*}
d_{(0)} X^{l}=\delta N n^{l} \tag{4.12}
\end{equation*}
$$

The action contained in such a cell may be expressed through the super-Lagrangian $L^{(\phi)}$ as

$$
\begin{equation*}
L^{(\Phi)}(x) \delta N(x) d^{3} x=L(x) \delta N(x) \epsilon_{k l m} d_{(1)} x^{k} d_{(2)} x^{l} d_{(3)} x^{m}, \tag{4.13}
\end{equation*}
$$

where $\epsilon_{k l m}$ is the Levi-Civita pseudotensor on the hypersurface. We have

$$
\begin{equation*}
{ }^{4} \epsilon_{l \kappa \lambda \mu} n^{l} X_{k}^{\kappa} X_{l}^{\lambda} X_{m}^{\mu}=\epsilon_{k l m^{\circ}} \tag{4.14}
\end{equation*}
$$

Comparing the two expressions for the action, (4.10)
and (4.13), and taking into account the formulas (4.11)(4.12), we see that

$$
\begin{equation*}
{ }^{4} L=L . \tag{4.15}
\end{equation*}
$$

Knowing that $K(x)$ is the normal scalar field velocity (1.15) and $\phi_{. i}$ is the derivative of $\phi$ along the hypersurface, $\phi_{, i}=\dot{\phi}_{, i} X_{i}^{t}$, we express $\psi-K^{2}$ in terms of spacetime tensors,

$$
\begin{equation*}
\psi-K^{2}=\left(g^{i k} X_{i}^{l} X_{k}^{\kappa}-n^{l} n^{\kappa}\right) \phi_{, l} \phi_{, k}={ }^{4} g^{l_{\kappa}} \phi_{, L} \phi_{, \kappa^{\kappa}} . \tag{4.16}
\end{equation*}
$$

In this way, we recover the space-time Lagrangian

$$
\begin{equation*}
{ }^{4} L=L\left(\phi,{ }^{4} g^{\iota k} \phi, \iota \phi_{, \kappa}\right) . \tag{4.17}
\end{equation*}
$$

The closing relation (4.4) ensured that $L$ depends on $K$ and $\psi$ only through the combination $\psi-K^{2}$, which is a space-time scalar. This illustrates the connection between the geometrodynamical and space-time approaches. The ambiguity of the scalar field dynamics, given by an arbitrary function $L$ of two arguments, is easily understood from the space-time viewpoint. The space-time Lagrangian (4.17) is the most general space-time scalar which may be formed from the scalar field $\phi$ and its derivatives without involving the derivatives of the metric tensor.
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## APPENDIX

We prove here two lemmas which were needed in Sec. 3A.

Lemma 1: Let the equation
$A\left(x, x^{\prime}\right) k(x) k(x)-A\left(x^{\prime}, x\right) k\left(x^{\prime}\right) k\left(x^{\prime}\right)+B\left(x, x^{\prime}\right) k(x) k\left(x^{\prime}\right)=0$
hold for an arbitrary field $k(x)$ and some distribution coefficients $A\left(x, x^{\prime}\right)$ and

$$
\begin{equation*}
B\left(x, x^{\prime}\right)=-B\left(x^{\prime}, x\right) \tag{A2}
\end{equation*}
$$

Then

$$
\begin{align*}
& A^{(+)}\left(x, x^{\prime}\right)=A(x) \delta\left(x, x^{\prime}\right)  \tag{A3}\\
& -2 A^{(-)}\left(x, x^{\prime}\right)=B\left(x, x^{\prime}\right) \tag{A4}
\end{align*}
$$

with

$$
\begin{align*}
& A^{(t)}\left(x, x^{\prime}\right) \equiv \frac{1}{2}\left(A\left(x, x^{\prime}\right) \pm A\left(x^{\prime}, x\right)\right)  \tag{A5}\\
& A(x) \equiv \int d^{3} x^{\prime} A^{(+)}\left(x, x^{\prime}\right)
\end{align*}
$$

Proof: Put $k(x)=1$ in Eq. (A1) and get Eq. (A4). Substitute $B\left(x, x^{\prime}\right)$ given by Eq. (A4) back into Eq. (A1), take the variational derivative of Eq. (A1) with respect to $k\left(x^{\prime \prime}\right)$, and put $k(x)=1$. Obtain the relation

$$
A^{(+)}\left(x^{\prime}, x\right) \delta\left(x, x^{\prime \prime}\right)-A^{(+)}\left(x, x^{\prime}\right) \delta\left(x^{\prime}, x^{\prime \prime}\right)=0
$$

Integrate it over $x$ and arrive thus to Eq. (A3).
Lemma 2: Let the equation

$$
\begin{equation*}
B^{A B}\left(x, x^{\prime}\right) k_{A}(x) k_{B}\left(x^{\prime}\right)=0 \tag{A6}
\end{equation*}
$$

hold for an arbitrary field $k_{A}(x)$ and some distribution coefficients

$$
\begin{equation*}
B^{A B}\left(x, x^{\prime}\right)=-B^{B A}\left(x^{\prime}, x\right) \tag{A7}
\end{equation*}
$$

Then

$$
\begin{equation*}
B^{A B}\left(x, x^{\prime}\right)=F^{A B}(x) \delta\left(x, x^{\prime}\right) \tag{A8}
\end{equation*}
$$

with

$$
\begin{equation*}
F^{A B}(x)=-F^{B A}(x)=\int d^{3} x^{\prime} B^{B A}\left(x, x^{\prime}\right) \tag{A9}
\end{equation*}
$$

Proof: Take the second variational derivative of Eq. (A6) with respect to $k_{C}\left(x^{\prime}\right)$ and $k_{D}\left(x^{\prime \prime}\right)$. Get

$$
\begin{equation*}
B^{C D}\left(x, x^{\prime}\right) \delta\left(x, x^{\prime \prime}\right) \delta\left(x^{\prime}, x^{\prime \prime \prime}\right)-B^{D C}\left(x^{\prime}, x\right) \delta\left(x^{\prime}, x^{\prime \prime}\right) \delta\left(x, x^{\prime \prime \prime}\right) \tag{A10}
\end{equation*}
$$

Integrate Eq. (A10) over $x^{\prime \prime \prime}$ and $x$. Arrive thus to Eq. (A9).
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# Closed-form expressions of matrix elements and eigenfunctions from ladder-operator considerations 

G. Hadinger, N. Bessis, and G. Bessis<br>Laboratoire de Spectroscopie et de Luminescence, Université Claude Bernard, Lyon I, 69621 Villeurbanne, France (Received 1 February 1974)<br>Within the Schrödinger-Infeld-Hull factorization scheme, it is shown that, by suitable<br>transformations, the "accelerated" or " $v$-step" ladder operator can always be brought to a simple canonical form, i.e., the $v$ th derivative operation. Thus, one obtains a closed form expression of the eigenfunctions involving a Rodrigues' formula. The necessary and sufficient condition that this Rodrigues' formula generates classical orthogonal polynomials is found to be equivalent to the factorizability condition. Consequently, a closed form expression of any matrix element (diagonal or off-diagonal) on the basis of the eigenfunctions of any factorizable equation is easily derived from the calculation of one unique particular integral. In most cases, this last integral is known analytically. The Kepler problem is reinvestigated as an example. As a concluding remark, further applications of the method are considered.

## I. INTRODUCTION

Recently, using an "accelerated" ladder operator procedure, we have been able to obtain closed form expressions of the vibration ${ }^{1}$ and rotation-vibration ${ }^{2}$ intensities of diatomic molecules for a Morse-Pekeris potential and, further, as a particular case, explicit expressions of the off-diagonal hydrogenic $r^{k}$ integrals. ${ }^{3,4,5}$ Nevertheless, the application of our procedure to the calculation of the intensities for other nuclear diatomic potentials (Manning-Rosen, ${ }^{6}$ RosenMorse ${ }^{7}$ ) results in intricate expressions of the "accelerated" ladder operators. When trying to overcome these difficulties, we have found that, by suitable transformations, it is possible to reduce the "onestep" ladder operator, when it is a linear function of the quantum number, to a simple canonical form, i. e., the derivative operation acting on a new function. Such transformations had been previously investigated by Duff ${ }^{8}$ when he considered the Truesdell's $F$ equation. ${ }^{9}$ Furthermore, as outlined by Duff, ${ }^{8}$ the treatment of equations leading to ladder operators which are not linear in the quantum number, can be amenable to the resolution of equations which correspond to linear "one step" ladder operators. Thus, a unified treatment of all Infeld-Hull ${ }^{10}$ factorizable cases (types A to F) can be undertaken.

In the present paper, we focus our attention on the calculation of closed form expressions of the matrix elements of a Hermitian operator in terms of a simple matrix element. After briefly recalling the theory and introducing the notations (Sec. II), the transformation leading to the canonical form of the ladder operator is explained. Then, once the "one step" ladder operator is transformed into the derivative operation, the corresponding " $v$ step" or "accelerated" ladder operator, is of course, merely the $v$ th derivative and, consequently, leads to an expression of the eigenfunction involving a Rodrigues' formula. (Sec. III). While investigating the conditions under which this Rodrigues' formula generates orthogonal polynomials, we found that there is an equivalence between these conditions and the factorizability condition of the original second-order differential equation. From this last analysis, closed form expressions of the eigenfunctions of general InfeldHull type $A$ to $F$ factorizable equations in terms of the orthogonal polynomials are derived (Sec. IV), and the
corresponding closed form of matrix elements of a Hermitian operator $Q$ are obtained in terms of one unique matrix element (Sec. V). In other words, the full matrix, i.e., the set of all diagonal and off-diagonal matrix elements of an operator $Q$ on the basis of the eigenfunctions of a factorizable equation can be built up by calculating one unique particular integral in which is concentrated the specificity of the $Q$ operator: The change of the operator only changes the expression of the integral. The Kepler problem is reinvestigated as a type F illustrative example (Sec. VI).

## II. GENERAL CONSIDERATIONS

Many problems of fundamental interest in quantum mechanics lead to the resolution of differential equations of the Sturm-Liouville type. Without restricting the generality of the problem, by an adequate transformation of variable and functions, these equations can be reduced to the standard form ${ }^{10}$ (see Appendix A)

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}+r(x, m)+\lambda\right) U(x)=0 \tag{1}
\end{equation*}
$$

with associated boundary conditions ( $x_{1} \leqslant x \leqslant x_{2}$ )

$$
\begin{align*}
& U\left(x_{1}\right)=U\left(x_{2}\right)=0 \\
& \int_{x_{1}}^{x_{2}}|U(x)|^{2} d x=1 \tag{2}
\end{align*}
$$

where $m=m_{0}, m_{0}+1, m_{0}+2, \ldots$ is assumed to take successive discrete values labeling the eigenfunctions.
When such an equation (1) subjected to the boundary conditions (2) is factorizable, it can be replaced by each of the following two differential equation $s^{8,10}$ :

$$
\begin{align*}
& H_{m}^{+} H_{m}^{-} U_{s}^{m}=[\lambda-L(m)] U_{s}^{m}  \tag{3}\\
& H_{m+1}^{-} H_{m+1}^{+} U_{s}^{m}=[\lambda-L(m+1)] U_{s}^{m}
\end{align*}
$$

where ${ }^{11}$

$$
\begin{equation*}
H_{m}^{ \pm}=k(x, m) \mp \frac{d}{d x} . \tag{4}
\end{equation*}
$$

$S$ is the quantum number associated with the eigenvalue $\lambda$ and $L(m)$ is a function which does not depend on $x$.

From the comparison of Eqs. (1) and (3) one gets the necessary and also sufficient condition ${ }^{10}$ to be satisfied by $k(x, m)$ and $L(m)$ allowing the factorization of Eq. (1),
i.e.,

$$
\begin{align*}
& k^{2}(x, m+1)-k^{2}(x, m)+\frac{d k}{d x}(x, m+1)+\frac{d k}{d x}(x, m) \\
& =L(m)-L(m+1) \tag{5}
\end{align*}
$$

Particularly, when the ladder operator $H_{m}^{ \pm}$[Eq. (4)] is a linear function in $m$, i.e.,

$$
\begin{equation*}
k(x, m)=k_{1}(x) m+k_{0}(x) \tag{6}
\end{equation*}
$$

the necessary and sufficient condition [Eq. (5)] of factorizability of the original equation (1) becomes

$$
\begin{align*}
& (2 m+1)\left(\frac{d k_{1}}{d x}+k_{1}^{2}\right)+2\left(\frac{d k_{0}}{d x}+k_{0} k_{1}\right) \\
& =L(m)-L(m+1) . \tag{7}
\end{align*}
$$

As it will appear later, this particular linear case (6) is of fundamental importance.
As stated by Schrödinger, ${ }^{12}$ Infeld and Hull, ${ }^{10}$ when the condition (5) is fulfilled, the eigenfunctions $U_{s}^{m}$ are solutions of the following pair of difference-differential equations:

$$
\begin{align*}
& H_{m}^{-} U_{S}^{m}=N_{m} U_{S}^{m-1}, \\
& H_{m+1}^{+} U_{S}^{m}=N_{m+1} U_{S}^{m+1},  \tag{8}\\
& N_{m}=[\lambda-L(m)]^{1 / 2} .
\end{align*}
$$

The operators $H_{m}^{ \pm}$in the equation (8) may be considered as "one step" ladder operators which generate the eigenfunctions, step by step, downward or upward, and allow the determination of any solution $U_{\mathrm{s}}^{m}$ from the knowledge of the top or bottom eigenfunction $U_{s}^{S}$, i. e., the "key" function which is the solution of a first order differential equation. One has to distinguish two cases depending on the problem under consideration.

## A. Class I problems

$L(m)$ is an increasing function of $m$. The eigenvalues $\lambda_{s}$ are

$$
\begin{equation*}
\lambda_{s}=L(S+1) . \tag{9}
\end{equation*}
$$

The "key" eigenfunction $U_{s}^{S}$ is solution of the first order differential equation

$$
\begin{equation*}
H_{S+1}^{+} U_{S}^{S}=0 \tag{10}
\end{equation*}
$$

## B. Class II problems

$L(m)$ is a decreasing function of $m$. The eigenvalues $\lambda_{s}$ are

$$
\begin{equation*}
\lambda_{s}=L(S) \tag{11}
\end{equation*}
$$

The "key" eigenfunction $U_{s}^{s}$ is solution of the first order differential equation

$$
\begin{equation*}
H_{S}^{-} U_{S}^{S}=0 \tag{12}
\end{equation*}
$$

In both cases, the necessary condition for the existence of quadratically integrable solutions is

$$
\begin{equation*}
|m-S|=v=\text { integer } \tag{13}
\end{equation*}
$$

The mutually adjoint ladder operators [Eq. (4)] are defined so that they preserve not only the quadratic integrability but also the normalization of the eigenfunctions $U_{S}^{m}(m=S \pm v)$. Each function of the whole discrete set
is completely characterized by the integer value of $v$ which fixes its rank starting from the key function $U_{\mathbf{S}}^{\boldsymbol{S}}(v=0)$.

Infeld and Hull ${ }^{10}$ have considered six factorization types, namely $A, B, C, D, E, F$. In surveying these six cases, one finds that cases $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D correspond to ladder operators $H_{m}^{ \pm}$which are linear functions of $m$ while for the two last cases, E and $\mathrm{F}, H_{m}^{ \pm}$ are nonlinear in $m$. Nevertheless, following Duff's suggestion, ${ }^{8}$ it is shown (see Appendix B ) that a connection can be established respectively between types $E$ and $A$ and between types F and B , and that, by a suitable transformation of variable and function, we can always deal with ladder operators $H_{m}^{ \pm}$linear in $m$.
This is why, in order to obtain the explicit expressions of the eigenfunctions, it is sufficient to consider only the fundamental case where $H_{m}^{ \pm}$is linear in $m$. In the next section, it is shown how, for this fundamental case, one can obtain a Rodrigues' formula in the expression of the eigenfunctions. Thus, the closed form expressions of the eigenfunctions, and then of the corresponding closed form expressions of matrix elements, will be derived, in a straightforward manner, from this Rodrigues' formula.

## III. EIGENFUNCTIONS AND RODRIGUES' FORMULA

As previously shown ${ }^{1-5}$, starting from the one step ladder operators equation (4), one can define the corresponding "accelerated" or " $v$ step" operators $H_{v}^{ \pm}$ which directly generates any $U_{S}^{S \pm v}$ function from the key function $U_{S}^{S}$

$$
\begin{equation*}
U_{S}^{S \mp v}(x)=\frac{1}{N_{v}} H_{v}^{\mp} U_{S}^{S}(x) . \tag{14}
\end{equation*}
$$

For a class I problem

$$
\begin{equation*}
H_{v}^{-}=\prod_{i=1}^{v} H_{m+i}^{-}=\prod_{i=1}^{v}\left(k(x, m+i)+\frac{d}{d x}\right) \tag{15}
\end{equation*}
$$

For a class II problem

$$
\begin{equation*}
H_{v}^{+}=\prod_{i=1}^{v} H_{m+1-i}^{+}=\prod_{i=1}^{v}\left(k(x, m+1-i)-\frac{d}{d x}\right) \tag{16}
\end{equation*}
$$

$N_{v}$ is a constant which depends on the class considered.
Now, one can question if, by a suitable transformation, it is possible to introduce, instead of the "accelerated" ladder $H_{v}^{f}[$ Eqs. (15) and (16)], the "canonical accelerated" operator which is the $v$ th derivative operation acting on a new function so that the relation (14) becomes the Rodrigues' formula of this function.

First, in order to force the "one step" ladder operator [Eq. (4)] to be a derivative operator on a new function, one has to determine a function which satisfies the following proportionnality relationship:

$$
\begin{equation*}
g_{m}(x) U_{s}^{m}(x) \sim \frac{d}{d x}\left[g_{m \pm 1}(x) U_{s}^{m \pm 1}(x)\right] \tag{17}
\end{equation*}
$$

where $g_{m}(x)$ may depend on the class under consideration and the signs $(+)$ and ( - ) stand respectively for class I and class II problems.

Let us consider a class I problem. The corresponding one step equation is [see Eq. (8)]

$$
\begin{equation*}
U_{S}^{m}(x)=\frac{1}{N_{m+1}} H_{m+1}^{-} U_{S}^{m+1}(x) \tag{18}
\end{equation*}
$$

When introducing a function $g(x)$ defined on the same subspace $\left(x_{1} \leqslant x \leqslant x_{2}\right)$ as $U(x)$, from Eq. (17) and the expression (4) of the ladder operator, one can write
$g(x) U_{s}^{m}(x)=\frac{1}{N_{m+1}} g(x)\left(k(x, m+1)+\frac{d}{d x}\right) U_{s}^{m+1}(x)$,
and in order to obtain the relationship (17), the function $g(x)$ has to satisfy

$$
\begin{equation*}
\left(k(x, m+1)-\frac{d}{d x}\right) g(x)=H_{m+1}^{+} g(x)=0 \tag{20}
\end{equation*}
$$

That is, $g(x)$ must be a solution of the first order differential equation generating the key function $U_{S}^{S}$ [Eq. (10)] and corresponds to the value $S=m$, i.e., one can write

$$
\begin{equation*}
g_{m+1}(x)=\left(U_{S}^{S}\right)_{S=m} \tag{21}
\end{equation*}
$$

Then, Eq. (19) becomes

$$
\begin{equation*}
g_{m+1}(x) U_{S}^{m}(x)=\frac{1}{N_{m+1}} \frac{d}{d x}\left[g_{m+1}(x) U_{S}^{m+1}(x)\right] \tag{22}
\end{equation*}
$$

It will be of the required form (17) if one introduces in the left member the function $g_{m}(x)$ instead of $g_{m+1}(x)$.

Let us assume that the ladder operators are linear in $m$, i.e.,

$$
\begin{equation*}
H_{m}^{ \pm}=m k_{1}(x)+k_{0}(x) \mp \frac{d}{d x} \tag{23}
\end{equation*}
$$

The corresponding key function is

$$
\begin{equation*}
U_{S}^{\mathbf{S}}(x)=\exp \left[(S+1) K_{1}(x)+K_{0}(x)\right] \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}(x)=\int k_{1}(x) d x, \quad K_{0}(x)=\int k_{0}(x) d x \tag{25}
\end{equation*}
$$

and from (21) and (24)

$$
\begin{equation*}
g_{m+1}(x)=\exp \left[(m+1) K_{1}(x)+K_{0}(x)\right] \tag{26}
\end{equation*}
$$

Consequently,

$$
\left[g_{m+1}(x) / g_{m}(x)\right]=\exp \left[K_{1}(x)\right]
$$

Then, when introducing the new variable ${ }^{13} y$ which is defined by

$$
\begin{equation*}
d y=\exp \left[K_{2}(x)\right] d x \tag{27}
\end{equation*}
$$

one obtains the required "canonical one step" relationship

$$
\begin{equation*}
g_{m}(x) U_{S}^{m}(x)=\frac{1}{N_{m+1}} \frac{d}{d y}\left[g_{m+1}(x) U_{s}^{m+1}(x)\right] \tag{28}
\end{equation*}
$$

where $x$ has to be considered as a function of $y$ [Eq. (27)].

Finally, as wanted, by introducing instead of $U(x)$ the product function $g(x) U(x)$ of the new variable $y$ which is defined by (27), the one step ladder operator $H_{m}^{ \pm}$reduces to the simple derivation operator $d / d y$. Con-
sequently, the "accelerated" or " $v$ step" ladder operator $H_{p}$ [Eq. (15)] which directly generates any product $g_{m} U_{s}^{m}$ from the new pseudokey function $g_{s} U_{s}^{S}$ reduces to $d^{v} / d y^{v}$ and, since $m=S-v$, one gets

$$
\begin{equation*}
U_{S}^{S=v}=\frac{1}{N_{v}} \frac{1}{g_{S-v}} \frac{d^{v}}{d y^{v}}\left[g_{S} U_{S}^{S}\right] \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{v}=\prod_{i=1}^{v} N_{m+i} \tag{30}
\end{equation*}
$$

and $N_{m+i}$ is defined by (8).
The expression (29) can be considered as a Rodrigues' form of the eigenfunction $U$. Actually, it can be transformed to the usual Rodrigues' formula involving a weight function $w(x)$ and the $v$ th derivative of a product $w(x)[h(x)]^{v}$. Indeed, using (24) and (26), one can write

$$
\begin{align*}
U_{S}^{m}(x)= & \frac{1}{N_{v}} U_{S}^{S}(x) \exp \left[-v k_{1}(x)\right] \\
& \times\left(\frac{1}{w(x)} \frac{d^{v}}{d y^{v}}\{w(x)[h(x)] v\}\right) \tag{31}
\end{align*}
$$

where $d y$ is defined by (27) and

$$
\begin{equation*}
h(x)=\exp \left[2 K_{1}(x)\right] \tag{32}
\end{equation*}
$$

For class II problems, with only slight modifications, the same procedure still applies.

Finally, class I and class II eigenfunctions are represented by the same expression (31) involving formally the same Rodrigues' formula with identical function $h(x)$ [Eq. (32)] but with respectively inverse weight functions $w(x)$, i. e. ,
class I $\left\{\begin{array}{l}v=S-m, \\ w(x)=\exp \left[(2 m+1) K_{1}(x)+2 K_{0}(x)\right], \\ U_{S}^{S}(x)=\exp \left[(S+1) K_{1}(x)+K_{0}(x)\right], \\ N_{v}=\prod_{i=1}^{v}[L(S+1)-L(S+1-i)]^{1 / 2},\end{array}\right.$
class II $\left\{\begin{array}{l}v=m-S, \\ w(x)=\exp \left[-(2 m+1) K_{1}(x)-2 K_{0}(x)\right], \\ U_{S}^{S}(x)=\exp \left[-S K_{1}(x)-K_{0}(x)\right], \\ N_{v}=\prod_{i=1}^{v}[L(S)-L(S+i)]^{1 / 2},\end{array}\right.$
where the function $L(m)$ is defined by the factorizability condition (5). It should be noted that, when calculating the $K_{1}(x)$ and $K_{0}(x)$ functions, one can neglect to take into account the integration constants: Indeed, it is easily seen that their introduction only changes the value of the normalization constant ${ }^{14}$ of the eigenfunction $U_{S}^{m}$.

Briefly stated, when the ladder operators $H_{m}^{ \pm}$are linear in $m$ (and even nonlinear in $m$, since one can use the transformation of the Appendix B) the formula (31) constitutes a straightforward finite algorithm to obtain any eigenfunction from the only knowledge of the ladder operator (23) and one elementary quadrature [Eq. (25)]. Nevertheless, for calculating matrix elements in closed form, one has rather to work out the Rodrigues' formula in terms of orthogonal polynomials as it is shown in the
following section.

## IV. CLOSED FORM EXPRESSION OF THE EIGENFUNCTIONS

As has been shown in Sec. III, the expression (31) of the eigenfunctions of Eq. (1), when it is factorizable, involves a Rodrigues' formula. Now, one could question what kind of function is generated by this Rodrigues' formula and if it does not correspond to an orthogonal polynomial.

When writing $x$ as a function of $y$ [see Eq. (27)], i.e., $w(x) \rightarrow W(y), h(x) \rightarrow H(y)$, the Rodrigues' formula in (31) becomes

$$
\begin{equation*}
F_{\nu}(y)=\frac{1}{W(y)} \frac{d^{v}}{d y^{v}}\left\{W(y)[H(y)]^{v}\right\}, \tag{35}
\end{equation*}
$$

and, as is shown in the Appendix C , the necessary and sufficient condition for $F_{v}(y)$ to be the Rodrigues' representation of an orthogonal polynomial is

$$
\begin{equation*}
\frac{d}{d y}\left(\frac{H}{W} \frac{d W}{d y}\right)=c_{1}=\text { const, } \quad \frac{d^{2} H}{d y^{2}}=a_{2}=\text { const. } \tag{36}
\end{equation*}
$$

Then, it is interesting to deduce and examine the corresponding condition to be satisfied by the functions $k_{0}(x)$ and $k_{1}(x)$ of the linear ladder operator (23) and, hence, by the original equation (1).

Let us first consider a class I problem. Replacing in (35) $H(y), W(y)$, and $y$ by their expressions [see Eqs.
(27), (32), and (33)], one readily gets

$$
(2 m+1)\left[\frac{d^{2} K_{1}}{d x^{2}}+\left(\frac{d K_{1}}{d x}\right)^{2}\right]
$$

$$
\begin{align*}
& +2\left(\frac{d^{2} K_{0}}{d x^{2}}+\frac{d K_{0}}{d x} \frac{d K_{1}}{d x}\right)=c_{1}  \tag{37}\\
& 2\left[\frac{d^{2} K_{1}}{d x^{2}}+\left(\frac{d K_{1}}{d x}\right)^{2}\right]=a_{2}
\end{align*}
$$

Hence, using (25), one can write the required conditions to be satisfied by $k_{0}(x)$ and $k_{1}(x)$, i.e.,

$$
\begin{align*}
& (2 m+1)\left(\frac{d k_{1}}{d x}+k_{1}^{2}\right)+2\left(\frac{d k_{0}}{d x}+k_{0} k_{1}\right)=c_{1}  \tag{38}\\
& 2\left(\frac{d k_{1}}{d x}+k_{1}^{2}\right)=a_{2}
\end{align*}
$$

These conditions (38) are actually the necessary and sufficient conditions (7) allowing the factorization of the original equation (1).

It is easy to show that this result holds for a class II problem. Indeed, when passing from class I to class II, the only change occuring in the Rodrigues' formula (35) concerns the weight function $W(y)$ which is now replaced by $1 / W(y)$ [see Eqs. (33) and (34)]. Consequently, the only corresponding change occuring in the condition (36) and then in the final result (38) is the change $c_{1} \rightarrow-c_{1}$.

Finally, its results that the eigenfunctions of any factorizable equation (1) can be expressed in terms of the key function and well-known ${ }^{15}$ orthogonal polynomials.

Now, let us explicit this general result for all InfeldHull factorizable types. ${ }^{16}$

## A. General type A

The required eigenfunctions satisfy the following factorizable differential equation

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}-\frac{\mathrm{a}^{2}(m+\mathrm{c})(m+\mathrm{c}+1)+\mathrm{d}^{2}+2 \mathrm{ad}\left(m+\mathrm{c}+\frac{1}{2}\right) \cos \mathrm{a}(x+p)}{\sin ^{2} \mathrm{a}(x+p)}+\lambda\right) U(x)=0 \tag{39}
\end{equation*}
$$

The corresponding "one step" ladder operators are

$$
H_{m}^{ \pm}=(m+c) \mathrm{a} \cot \mathrm{a}(x+p)+\frac{\mathrm{d}}{\sin \mathrm{a}(x+p)} \mp \frac{d}{d x}
$$

and

$$
L(m)=\mathrm{a}^{2}(m+\mathrm{c})^{2} .
$$

Then,

$$
\begin{aligned}
& k_{\mathrm{I}}(x)=\mathrm{a} \cot \mathrm{a}(x+p), \\
& k_{0}(x)=\mathrm{ac} \cot \mathrm{a}(x+p)+\frac{\mathrm{d}}{\sin \mathrm{a}(x+p)}
\end{aligned}
$$

one obtains

$$
\begin{aligned}
& K_{1}(x)=\int \mathrm{a} \cot \mathrm{a}(x+p) d x=\ln [\sin \mathrm{a}(x+p)] \\
& K_{0}(x)=\mathrm{c} \ln [\sin \mathrm{a}(x+p)]+\mathrm{d} / \mathrm{a} \ln \{\tan [\mathrm{a}(x+p) / 2\}\}
\end{aligned}
$$

Consequently,

$$
d y=\sin \mathrm{a}(x+p) d x
$$

and

$$
\begin{aligned}
& y=-(1 / \mathrm{a}) \cos \mathrm{a}(x+p), \\
& h(x)=\sin ^{2} \mathrm{a}(x+p)=1-\mathrm{a}^{2} y^{2} .
\end{aligned}
$$

For a class I problem the weight function is

$$
\begin{aligned}
w(x) & =[\sin \mathrm{a}(x+p)]^{2 m+2 \mathrm{c}+1}\{\tan [\mathrm{a}(x+p) / 2]\}^{2 \mathrm{~d} / \mathrm{a}} \\
& =(1-\mathrm{a} y)^{m+++1 / 2-\mathrm{d} / \mathrm{a}}(1+\mathrm{a} y)^{m+\mathrm{c}+1 / 2+\mathrm{d} / \mathbf{a}}
\end{aligned}
$$

Keeping in mind that, for a class II problem, the weight function is $1 / w(x)$ and using the general expression (31) together with the results of Sec. 1(a) of the Appendix C, one gets the eigenfunction ${ }^{14} U_{s}^{m}$ expressed in terms of a Jacobi polynomial, i.e.,

$$
\begin{align*}
U_{s}^{m}(x)= & \frac{(2 \mathrm{a})^{v} v!}{N_{v}} U_{S}^{S}(x)[\sin \mathrm{a}(x+p)]^{-v} \\
& \times P_{v}^{(\alpha-v, \beta-v)}[\cos \mathrm{a}(x+p)], \tag{40}
\end{align*}
$$

where

$$
U_{S}^{S}(x)=\{\sin [\mathrm{a}(x+p) / 2]\}^{\alpha+1 / 2}\{\cos [\mathrm{a}(x+p) / 2]\}^{\beta+1 / 2}
$$

$\underset{v=S-m}{\text { class I }}\left\{\begin{array}{l}\alpha=S+\mathrm{c}+\frac{1}{2}+\mathrm{d} / \mathrm{a}, \\ \beta=S+\mathrm{c}+\frac{1}{2}-\mathrm{d} / \mathrm{a}, \\ N_{v}=\mathbf{a}^{v}\left(v!\prod_{u=1}^{v}(2 S+2 \mathrm{c}+2-u)\right)^{1 / 2},\end{array}\right.$
class II
$v=m-S$$\left\{\begin{array}{l}\alpha=-\left(S+c+\frac{1}{2}+\mathrm{d} / \mathrm{a}\right), \\ \beta=-\left(S+\mathrm{c}+\frac{1}{2}-\mathrm{d} / \mathrm{a}\right), \\ N_{v}=\mathrm{a}^{v}\left(v!\prod_{u=1}^{v}(-2 S-2 \mathrm{c}-u)\right)^{1 / 2} .\end{array}\right.$

## B. General type B

The required eigenfunctions satify the following factorizable differential equation:

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}-\mathrm{d}^{2} \exp (2 \mathrm{a} x)+2 \mathrm{ad}\left(m+\mathrm{c}+\frac{1}{2}\right) \exp (\mathrm{a} x)+\lambda\right) U(x)=0 \tag{41}
\end{equation*}
$$

The corresponding "one step" ladder operators are

$$
H_{m}^{ \pm}=\mathrm{d} \exp (\mathrm{ax})-\mathrm{a}(m+\mathrm{c}) \mp \frac{d}{d x}
$$

and

$$
L(m)=-\mathrm{a}^{2}(m+\mathrm{c})^{2},
$$

Then

$$
k_{1}(x)=-\mathrm{a}, \quad k_{0}(x)=\mathrm{d} \exp (\mathrm{a} x)-\mathrm{ac} ;
$$

one obtains

$$
K_{1}(x)=-\mathrm{a} x, \quad K_{0}(x)=(\mathrm{d} / \mathrm{a}) \exp (\mathrm{a} x)-\mathrm{ac} x
$$

Consequently,

$$
\begin{aligned}
& d y=\exp (-\mathrm{a} x) d x \quad \text { and } \quad y=-(1 / \mathrm{a}) \exp (-\mathrm{a} x), \\
& h(x)=\exp (-2 \mathrm{a} x)
\end{aligned}
$$

For a class I problem the weight function is

$$
\begin{aligned}
w(x) & =\exp [-(2 m+1+2 \mathrm{ac}) \mathrm{a} x+(2 \mathrm{~d} / \mathrm{a}) \exp (\mathrm{a} x)] \\
& =(-\mathrm{a} y)^{2 m+1+2 \mathrm{ac}} \exp \left(-2 \mathrm{~d} / \mathrm{a}^{2} y\right)
\end{aligned}
$$

Keeping in mind that for a class II problem, the weight function is $1 / w(x)$, and using the general expression (31) together with the results of Sec. 1(b) of the Appendix C , one gets the eigenfunction ${ }^{14} U_{s}^{m}$ expressed in terms of a generalized Laguerre polynomial, i.e.,

$$
\begin{equation*}
U_{s}^{m}(x)=\left(\mathrm{a}^{v} v!/ N_{v}\right) U_{s}^{S}(x) L_{v}^{\alpha}(\beta \exp (\mathrm{a} x)), \tag{42}
\end{equation*}
$$

where

$$
U_{S}^{S}(x)=\exp \left[\frac{1}{2} \alpha \mathrm{a} x-\frac{1}{2} \beta \exp (\mathrm{a} x)\right]
$$

class I $\left\{\begin{array}{l}\alpha=-2 S-2 c-2, \quad \beta=-2 d / a,\end{array}\right.$
$v=S-m\left\{N_{v}=\mathbf{a}^{v}\left(v!\prod_{u=1}^{v}(-2 S-2 \mathbf{c}-2+u)\right)^{1 / 2}\right.$,
class II $\left\{\begin{array}{l}\alpha=2 S+2 \mathrm{c}, \quad \beta=2 \mathrm{~d} / \mathrm{a},\end{array}\right.$
$v=m-S\left\{\begin{array}{l}N_{v}=\mathrm{a}^{v}\left(v!\prod_{u=1}^{v}(2 S+2 \mathrm{c}+u)\right)^{1 / 2}\end{array}\right.$

## C. General type C

The required eigenfunctions satisfy the following differential factorizable equation:

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}-\frac{(m+c)(m+\mathrm{c}+1)}{x^{2}}-\frac{\mathrm{b}^{2} x^{2}}{4}+\mathrm{b}(m-\mathrm{c})+\lambda\right) U(x)=0 \tag{43}
\end{equation*}
$$

The corresponding "one step" ladder operators are

$$
H_{m}^{ \pm}=\frac{m+\mathrm{c}}{x}+\frac{\mathrm{b} x}{2} \mp \frac{d}{d x}
$$

and

$$
L(m)=-2 \mathrm{~b} m+\mathrm{b} / 2 .
$$

Then

$$
k_{1}(x)=1 / x, \quad k_{0}(x)=\mathrm{c} / x+\mathrm{b} x / 2
$$

one obtains

$$
\begin{aligned}
& K_{1}(x)=\ln x \\
& K_{0}(x)=\mathrm{c} \ln x+(\mathrm{b} / 4) x^{2}
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& d y=x d x \text { and } y=\frac{1}{2} x^{2}, \\
& h(x)=x^{2}=2 y
\end{aligned}
$$

For a class I problem the weight function is

$$
\begin{aligned}
w(x) & =x^{2 m+1+2 \mathrm{c}} \exp \left(\mathrm{~b} x^{2} / 2\right) \\
& =(2 y)^{m+c+1 / 2} \exp (\mathrm{~b} y)
\end{aligned}
$$

Keeping in mind that for a class II problem, the weight function is $1 / w(x)$, and using the general expression (31) together with the results of the Sec. 2(a) of Appendix C, one gets the eigenfunctions ${ }^{14} U_{s}^{m}$ expressed in terms of a Laguerre polynomial:

$$
\begin{equation*}
U_{s}^{m}(x)=\frac{1}{N_{v}} 2^{v} v!U_{s}^{s}(x) x^{-v} L_{v}^{(\alpha-v)}\left(\beta x^{2}\right), \tag{44}
\end{equation*}
$$

where

$$
U_{S}^{S}(x)=x^{\alpha+1 / 2} \exp \left(-\beta x^{2} / 2\right)
$$

$\underset{v=S-m}{\text { class I }}\left\{\begin{array}{l}\alpha=S+c+\frac{1}{2}, \quad \beta=-\mathrm{b} / 2, \\ N_{\nu}=\left[(-2 b)^{v} v!\right]^{1 / 2},\end{array}\right.$
$\underset{v=m-S}{\text { class II }}\left\{\begin{array}{l}\alpha=-(S+c+1 / 2), \quad \beta=\mathrm{b} / 2, \\ N_{v}=\left[(2 \mathrm{~b})^{v} v!\right]^{1 / 2} .\end{array}\right.$
It should be noted that the particular case $\mathrm{b}=0$ leads to $L(m)=0$, i.e., although the ladder operators still exist, the class as well as the key functions are no longer defined. Nevertheless, the set of the eigenfunctions can be generated from any available solution used as a pseudokey function. ${ }^{17}$ Then, when formally applying our procedure, it is seen from the results of the Sec. $2(b)$ of Appendix $C$ that the orthogonal polynomial generated by the Rodrigues' formula in (31) reduces to a constant. In fact, in that case, since the original equation (1) reduces to the well-known differential equation of Bessel functions, explicit expressions of the eigenfunctions are obtainable elsewhere ${ }^{15}$ : The use of the ladder operators may enable to find again known properties of Bessel functions.

## D. General type D

The required eigenfunctions satisfy the following differential factorizable equation:

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}-(\mathrm{b} x+\mathrm{d})^{2}+\mathrm{b}(2 m+1)+\lambda\right) U(x)=0 \tag{45}
\end{equation*}
$$

The corresponding "one step" ladder operators are

$$
H_{m}^{ \pm}=\mathrm{b} x+\mathrm{d} \mp \frac{d}{d x}
$$

and

$$
L(m)=-2 \mathrm{~b} m .
$$

Then

$$
k_{1}(x)=0, \quad k_{0}(x)=\mathrm{b} x+\mathrm{d} ;
$$

one obtains

$$
K_{1}(x)=0, \quad K_{0}(x)=\frac{1}{2} \mathrm{~b} x^{2}+\mathrm{d} x
$$

## Consequently,

$$
d y=d x \text { and } y=x, \quad h(x)=1
$$

For a class I problem, the weight function is

$$
w(x)=\exp \left[\left(b x^{2}+2 \mathrm{~d} x\right)\right] .
$$

Keeping in mind that, for a class II problem, the weight function is $1 / w(x)$ and using the general expression (31) together with the results of the Sec. 3(a) of Appendix C, one gets the eigenfunction ${ }^{14} U_{s}^{m}$ expressed in terms of an Hermite polynomial, i.e.,

$$
\begin{equation*}
U_{S}^{m}(x)=\frac{1}{N_{v}}(-\epsilon \mathrm{b})^{v / 2} U_{S}^{S}(x) H_{v}\left[(-\epsilon \mathrm{b})^{1 / 2}(x+\mathrm{d} / \mathrm{b})\right], \tag{46}
\end{equation*}
$$

where

$$
\begin{aligned}
& U_{S}^{S}(x)=\exp \left[\epsilon\left(\mathrm{b} x^{2} / 2+\mathrm{d} x\right)\right], \\
& N_{v}=\left[(-\epsilon 2 \mathrm{~b})^{v} v!\right]^{1 / 2},
\end{aligned}
$$

and the $\operatorname{sign} \epsilon=+1$ stands for class I problems ( $v=S-m$ ) while $\epsilon=-1$ stands for class II problems ( $v=m-S$ ).

It should be noted that, for the particular case $b=0$, as it can be shown from the results of the Sec. 3(b) of Appendix C, the Rodrigues' formula in (31) generates a constant and $U_{s}^{m}$ becomes the exponential function. Indeed, in that case, the original equation (1) merely reduces to the differential equation of this function.

## E. General type E

The required eigenfunctions satisfy the following factorizable differential equation:

$$
\begin{align*}
& \left(\frac{d^{2}}{d x^{2}}-\frac{S(S+1)}{[(1 / \mathrm{a}) \sin \mathrm{a}(x+p)]^{2}}\right. \\
& -2 \mathrm{a} q \cot \mathrm{a}(x+p)+\lambda(m)) U_{s}^{m}=0 . \tag{47}
\end{align*}
$$

The corresponding "one step" ladder operators are

$$
H_{s}^{ \pm}=S \mathrm{a} \cot \mathrm{a}(x+p)+\frac{q}{S} \mp \frac{d}{d x}
$$

and

$$
L(S)=\mathrm{a}^{2} S^{2}-q^{2} / S^{2} .
$$

The ladder operators $H_{s}^{ \pm}$are not linear in the quantum number $S$. Nevertheless, since there is a connection between factorizable type E and type A equations, as it has been suggested by Infeld and Hull, ${ }^{10}$ we first introduce the transformation of function and variable which is given in Appendix B, i.e.,

$$
\begin{aligned}
& d X=\mathrm{a} d x / \sin \mathrm{a}(x+p), \\
& U(x)=[(1 / \mathrm{a}) \sin \mathrm{a}(x+p)]^{1 / 2} U(X) .
\end{aligned}
$$

We take

$$
X=\ln \{\tan [a(x+p) / 2]\} .
$$

One obtains

$$
\begin{aligned}
& \left(\frac{d^{2}}{d x^{2}}-\frac{1}{\mathrm{a}^{2} \cosh ^{2} X}\right. \\
& \left.\times\left[\frac{1}{4} \mathrm{a}^{2}-\lambda(m)-2 \mathrm{a} q \sinh X\right]-\left(S+\frac{1}{2}\right)^{2}\right) U_{s}^{m}(X)=0
\end{aligned}
$$

For a class I (type E) problem,

$$
\lambda(m)=L(m+1)=\mathrm{a}^{2}(m+1)^{2}-q^{2} /(m+1)^{2}
$$

For a class II (type E) problem,

$$
\lambda(m)=L(m)=\mathrm{a}^{2} m^{2}-q^{2} / m^{2} .
$$

Then, when introducing artificial factorization, ${ }^{10}$ i.e., an artificial shift of the eigenvalue, $U(X)$ becomes a solution of the factorizable type A equation and one can make use of the results of Sec. IVA. It should be noted that when $U(x)$ is solution of a (type E ) class I problem (or a class II problem) the corresponding eigenfunction $U(X)$ is a solution of a (type A) class II problem (or a class I problem).

Finally, one gets the required closed form expression of the eigenfunctions ${ }^{14}$ of the general type E factorizable equation (47):

$$
\begin{align*}
U_{S}^{m}(x)= & \frac{2^{v} v!}{N_{v}} U_{S}^{S}(x)[\sin \mathrm{a}(x+p)]^{v} \\
& \times P_{v}^{(\alpha-v, \beta-v)}[\operatorname{coth} i \mathrm{a}(x+p)] \tag{48}
\end{align*}
$$

where

$$
\begin{aligned}
U_{s}^{S}(x)= & {[\sin \mathbf{a}(x+p)]^{-(\alpha+\beta) / 2} } \\
& \times \exp \{-i[(\alpha-\beta) / 2] \mathbf{a}(x+p)\},
\end{aligned}
$$

and, following the class of the original type E problem,
class I
$v=m-S$$\left\{\begin{array}{l}\alpha=-S-1+i q / a(m+1), \\ \beta=-S-1-i q / a(m+1), \\ N_{v}=\left(v!\prod_{u=1}^{v}(2 S+1+u)\right)^{1 / 2},\end{array}\right.$
class II
$v=S-m$$\left\{\begin{array}{l}\alpha=S-i q / \mathrm{a} m, \quad \beta=S+i q / \mathrm{a} m, \\ N_{v}=\left(v!\prod_{k=1}^{n}(2 S+1-u)\right)^{1 / 2} .\end{array}\right.$
$U_{S}^{S}$ is a pseudokey function which depends on the value of the "artificial parameter" which is $i q / a(m+1)$ for a class I problem and $-i q / a m$ for a class II problem.

## F. General type F

The required eigenfunctions satisfy the following

TABLE I. Explicit expressions of the eigenfunctions ${ }^{14} U_{S}^{m}(x)=\left(1 / N_{v}\right) \sum_{j=0}^{v} A_{j} \phi_{j}(x)$.

| Type | $A_{j}$ | $\phi_{j}(x)$ | Reference for parameters |
| :---: | :---: | :---: | :---: |
| A | $\binom{v}{j} \frac{(-)^{j} \Gamma(\alpha+1) \Gamma(\alpha+\beta-v+1+j)}{\nu!\Gamma(\alpha+1-v+j) \Gamma(\alpha+\beta-\nu+1)}$ | (a) $v v!\{\sin [\mathrm{a}(x+p) / 2]\}^{\alpha+1 / 2-v+2 j}\left\{\cos [\mathrm{a}(x+p) / 2]^{\beta+1 / 2-v}\right.$ | Sec. IV A |
| B | $\binom{v}{j} \frac{(-)^{j} \Gamma(\alpha+1+v)}{\nu \Gamma(\alpha+1+j)}(\beta)^{j}$ | (a) $v v!\exp \left[(\alpha / 2+j) \mathrm{a} x-(\beta / 2) e^{\mathrm{ax}}\right]$ | Sec. IV B |
| C | $\binom{v}{j} \frac{(-)^{j} \Gamma(\alpha+1)}{v!\Gamma(\alpha+1-v+j)}(\beta)^{j}$ | $(2)^{v} v!(x)^{\alpha+1 / 2-v+2 j} e^{-\alpha x^{2} / 2}$ | Sec. IV C |
| D | $\frac{(\epsilon \mathrm{b})^{j / 2}(2)^{j} v!}{j![(v-j) / 2]!}$ | $(-\epsilon \mathrm{b})^{v / 2}(x+\mathrm{d} / 2)^{j} \exp \left[\epsilon\left(\mathrm{~b} x^{2} / 2+\mathrm{d} x\right)\right]$ | Sec. IV D |
|  | if $v-j$ is even; otherwise is zero |  |  |
| E | $\binom{v}{j} \frac{(-i)^{j} \Gamma(\alpha+1) \Gamma(\alpha+\beta-v+1+j)}{v!(2)^{j} \Gamma(\alpha+1-v+j) \Gamma(\alpha+\beta-v+1)}$ | (2) ${ }^{v} v\left[[\sin \mathrm{a}(x+p)]^{-[(\alpha+\beta) / 2]+v-j} \exp \{-i \mathrm{a}(x+p)[(\alpha-\beta) / 2+j]\}\right.$ | Sec. IV E |
| F | $\binom{v}{j} \frac{\Gamma(2 S+2+v)}{v!\Gamma(2 S+2+j)}\left(\frac{2 q}{m+1}\right)^{j}$ | $v!(x)^{S+1+j} e^{\alpha x /(m+1)}$ | Sec. IV F |

differential factorizable equation:

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}-\frac{S(S+1)}{x^{2}}-\frac{2 q}{x}+\lambda(m)\right) U_{s}^{m}(x)=0 . \tag{49}
\end{equation*}
$$

The corresponding "one step" ladder operators are

$$
H_{S}^{\ddagger}=\frac{S}{x}+\frac{q}{S} \mp \frac{d}{d x}
$$

and

$$
L(S)=-q^{2} / S^{2} .
$$

Since the ladder operators are nonlinear in $S$, we first introduce the transformation given in Appendix B, i.e.,

$$
d X=\frac{d x}{x}, \quad U_{S}^{m}(x)=x^{1 / 2} U(X)
$$

We take

$$
X=\ln x ;
$$

one obtains

$$
\left(\frac{d^{2}}{d X^{2}}+\lambda(m) \exp (2 X)-2 q \exp (X)-\left(S+\frac{1}{2}\right)^{2}\right) U(X)=0
$$

where, for a class I (type F) problem ( $q$ is supposed to be real)

$$
\lambda(m)=L(m+1)=-q^{2} /(m+1)^{2} .
$$

Then, when introducing artificial factorization, ${ }^{10} U(X)$ becomes a solution of a factorizable type $B$ equation, and one can make use of the general results of Sec. IVB.

Finally, one gets ${ }^{14}$

$$
\begin{equation*}
U_{s}^{m}(x)=\left(v!/ N_{v}\right) U_{s}^{S}(x) L_{v}^{(2 s+1)}[-2 q x /(m+1)] \tag{50}
\end{equation*}
$$

where

$$
\begin{aligned}
& U_{S}^{S}(x)=x^{S+1} \exp [q x /(m+1)], \quad v=m-S, \\
& N_{v}=\left(v!\prod_{u=1}^{\stackrel{y}{n}}(2 S+1+u)\right)^{1 / 2}
\end{aligned}
$$

## V. CLOSED FORM EXPRESSIONS OF MATRIX ELEMENTS

Finally, we have now at our disposal (Sec. IV) closed form expressions of the eigenfunctions $U_{s}^{m}(x)$ of any factorizable equation (1) in terms of orthogonal polynomials. When introducing the classical expressions of these polynomials [see Sec. (II) of Appendix C], one can write

$$
\begin{equation*}
U_{s}^{m}(x)=\frac{1}{N_{v}} \sum_{j=0}^{v} A_{j} \phi_{j}(x) . \tag{51}
\end{equation*}
$$

The expressions of the functions $\phi_{j}(x)$ as well as of the coefficients $A_{j}$ are gathered up in Table I for type $A$ to type $F$ factorizable cases.

Now, let us consider the general matrix element of a Hermitian operator $Q(x)$, i. e. . ${ }^{18}$

$$
\begin{equation*}
\langle Q\rangle=C C^{\prime} m_{v, v^{\prime}}\left(S, S^{\prime}\right), \tag{52}
\end{equation*}
$$

where

$$
M_{v, v^{\prime}}\left(S, S^{\prime}\right)=\int_{x_{1}}^{x_{2}}\left(U_{S}^{m}(x)\right)^{*} Q(x) U_{S^{\prime}}^{m^{\prime}}(x) d x .
$$

$C$ is the normalization constant of the eigenfunction $U_{s}^{m}$. Using the expression (51), one obtains the closed form expression

$$
\begin{align*}
& M_{v, v^{\prime}}\left(S, S^{\prime}\right)=\frac{1}{N_{v} N_{v}^{\prime}} \sum_{j=0}^{v} \sum_{k=0}^{v^{\prime}} A_{j} A_{k}^{\prime} g_{j k},  \tag{53}\\
& Z_{j k}=\int_{x_{1}}^{x_{2}} \phi_{j}^{*}(x) Q(x) \phi_{k}^{\prime}(x) d x . \tag{54}
\end{align*}
$$

Owing to the particularly simple dependance upon $j$ of all the $\phi_{j}(x)$ functions (see Table I), i. e., $j$ appears always as a power index, the $q_{k k}$ integral (54) will have a simple dependance upon the $j$ and $k$ index. Furthermore, in most cases of interest in quantum theory, we experienced that the analytical expression of $g_{i k}$ can be found in Tables. ${ }^{19}$ Subsequently, formula (53) defines an analytical closed form expression of any matrix element, hence, an easy and quick algorithm of computation.

Finally, to calculate any matrix element of an operator $Q(x)$ between eigenfunctions of an factorizable equa-
tion, one can use the following recipe:
(1) Find in Sec. IV to which type the reduced equation (1) belongs.
(2) Look, in Table I, at the adequate type entry and pick up the corresponding expressions of $\phi_{j}$ and $A_{j}$.
(3) Find in Table ${ }^{19}$ or calculate, the fundamental integral $g_{j k}$ [Eq. (54)].
(4) Use the contraction formula (53) and the expression (52), this is, introduce the adequate normalization constants of the eigenfunctions.

## VI. ILLUSTRATIVE APPLICATION

Let us consider, for instance, the determination of a closed form expression of hydrogenic radial $r^{K}$ matrix elements.
After setting $\psi_{n l}(r)=r^{-1} R_{n l}(r)$, the radial Schrödinger equation is

$$
\begin{equation*}
\left(\frac{d^{2}}{d r^{2}}+\frac{2 Z}{r}-\frac{l(l+1)}{r^{2}}+\lambda_{n}\right) R_{n}^{l}(r)=0 . \tag{55}
\end{equation*}
$$

It is easily seen (Sec. IV) that Eq. (55) is a type F (class I) factorizable case which corresponds to the following values,

$$
q=-Z, \quad S=l, \quad \lambda_{n}=\lambda(m)=-Z^{2} /(m+1)^{2},
$$

and, when introducing the usual radial quantum number $n=m+1$, one obtains the quantification condition

$$
v=m-S=n-l-1 .
$$

Now, let us consider the determination of the $r^{K}$ matrix elements.

Taking out from Table I ( $F$ entry) the $\phi_{j}(r)$ function, the fundamental integral $g_{j k}$ [Eq. (54)] is immediately written as

$$
\begin{aligned}
g_{3 k}= & (n-l-1)!\left(n^{\prime}-l^{\prime}-1\right)! \\
& \times \int_{0}^{\infty} \exp \left[-Z \gamma\left(1 / n+1 / n^{\prime}\right)\right] r^{\left(l+i^{\prime}+2+K+j+k\right)} d r .
\end{aligned}
$$

One recognizes namely a $\Gamma$ function and gets

$$
\begin{aligned}
g_{j k}= & (n-l-1)!\left(n^{\prime}-l^{\prime}-1\right)!\left(\frac{n n^{\prime}}{Z\left(n+n^{\prime}\right)}\right)^{l+l^{\prime}+K+3+j+k} \\
& \times\left(l+l^{\prime}+K+2+j+k\right)!
\end{aligned}
$$

Using formula (53) together with the expressions of the $A_{j}$ coefficients (Table I), one obtains

$$
\begin{aligned}
\langle n l| r^{K}\left|n^{\prime} l^{\prime}\right\rangle= & A \\
& \times \sum_{j=0}^{n-l-1}\binom{n-l-1}{j}\left(-\frac{1}{n}\right)^{j} \\
& \times \sum_{k=0}^{n^{\prime}-l^{\prime-1}}\binom{n^{\prime}-l^{\prime}-1}{k}\left(-\frac{1}{n^{\prime}}\right)^{k} \\
& \times\left(\frac{2 n n^{\prime}}{n+n^{\prime}}\right)^{j+k} \frac{\left(l+l^{\prime}+K+2+j+k\right)!}{(2 l+1+j)!\left(2 l^{\prime}+1+k\right)!},
\end{aligned}
$$

where

$$
A=\frac{C C^{\prime}}{N_{v} N_{v}^{\prime}}\left(\frac{n n^{\prime}}{Z\left(n+n^{\prime}\right)}\right)^{l+l^{\prime}+K^{+3}}(l+n)!\left(l^{\prime}+n^{\prime}\right)!
$$

When explaining the normalization constant $C$ and $N_{v}$ (see Sec, IVF), one finds again our previous results. ${ }^{4}$

Furthermore, if needed, from Eq. (50), the hydrogenic function is seen to be, as expected,

$$
\begin{aligned}
\psi_{n t}(r) & =r^{-1} R_{n}^{l}(r) \\
& =\left(C / N_{v}\right)(n-l-1)!r^{l} \exp (-Z r / n) L_{n-l-1}^{2 l+1}(2 Z r / n)
\end{aligned}
$$

## VII. CONCLUSION

Summarizing our approach to the resolution of factorizable Sturm-Liouville equations, we have introduced a suitable change of variable and function which reduces the one step ladder operator to a canonical form that is the derivation operation. Consequently, this results in a very simple expression of the "accelerated" or " $v$ step" ladder operator which becomes the $v$ th derivative and, when applied to the key or any avalaible pseudokey function, generates any eigenfunction $U_{s}^{m}$ ( $v=|S-m|$ ) in a standard canonical closed form involving a Rodrigues' formula. Furthermore, we have pointed out the equivalence between the factorizability condition of the original equation and the condition under which this Rodrigues' formula generates orthogonal polynomials. Consequently, the calculation of eigenfunctions or/and matrix elements becomes straightforward. From a practical point of view, the use of our results gathered in Table I, together with the preceeding manufacturing recipe (Sec. V) gives a closed form expression of any matrix element of an operator $Q$ between eigenfunctions of any factorizable equation in terms of one unique integral which, in most cases, is obtainable from Tables. ${ }^{19}$

Such a procedure works nicely, for instance, for calculating rotation-vibration intensities of diatomic molecules, since, for several nuclear potential functions (Morse-Pekeris, Rosen-Morse, Manning-Rosen, Tietz potentials...) the diatomic nuclear equation is still factorizable if an adequate expansion technique is used to include the rotation-vibration coupling. ${ }^{20} \mathrm{Re}-$ sults of this study will be given in a forthcoming paper. The same treatment is indicated when considering screened Coulombic potentials (Hulthen, long-range Yukawa potential) and does not involve more complication than the hydrogenic case. Moreover, directly from the results of Table I, it appears that the integral of the product of three eigenfunctions of a factorizable equation is easily obtainable in a closed form. As a particular example, one finds an easy to compute explicit expression, involving factorials, of the well-known integral of the product of three spherical harmonics, i.e., of the Slater-Condon coefficients which play an important role in atomic calculations. The same treatment is adequate for other functions: The determination of the associated integrals and of their selection rules is hopefully undertaken.

As a last point, in order to overstep the bounds of applicability of this powerful and elegant method which is the Schrödinger-Infeld-Hull factorization method, it is worthwhile to question how our method works within the perturbation scheme. This aspect, as well as the connection of our method with other theories, is to be considered.

## APPENDIX A

Consider a one-dimensional differential equation of the Sturm-Liouville type:

$$
\begin{equation*}
\left[\frac{d}{d u}\left(f(u) \frac{d}{d u}\right)+q(u, m)+\lambda \rho(u)\right] P(u)=0 \tag{A1}
\end{equation*}
$$

It can be transformed into the standard form ${ }^{10}$

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}+r(x, m)+\lambda\right) U(x)=0 \tag{A2}
\end{equation*}
$$

The transformation connecting Eqs. (A1) and (A2) is

$$
\begin{equation*}
U=(f \rho)^{1 / 4} P, \quad d x=(\rho / f)^{1 / 2} d u \tag{A3}
\end{equation*}
$$

Indeed, the possibility of such a transformation implies that the functions $f(u)$ and $q(u, m)$ are never negative and $\rho(u) / f(u)$ exists everywhere.

## APPENDIX B

The general form of type $E$ and type $F$ factorizable equations is

$$
\begin{equation*}
\left(\frac{d^{2}}{d x^{2}}+\mathrm{b} \frac{S(S+1)}{[f(x)]^{2}}-g(x)+\lambda(m)\right) U_{S}^{m}(x)=0 \tag{B1}
\end{equation*}
$$

The corresponding ladder operators $H_{S}^{ \pm}$are not linear in $S$.

One has to search for a suitable change of variable and function in order to transform (B1) into the required standard form:

$$
\begin{equation*}
\left(\frac{d^{2}}{d X^{2}}+G(X)+\lambda(m) F(X)+b S(S+1)\right) U_{s}^{m}(X)=0 \tag{B2}
\end{equation*}
$$

when setting

$$
\begin{equation*}
x=\varphi(X), \quad U(x)=\Psi(X) U(X) \tag{B3}
\end{equation*}
$$

Eq. (B1) becomes

$$
\begin{align*}
& \Psi\left\{\frac{1}{\varphi^{\prime 2}}\left[U^{\prime \prime}+U^{\prime}\left(2 \frac{\Psi^{\prime}}{\Psi}-\frac{\varphi^{\prime \prime}}{\varphi^{\prime}}\right)\right]\right. \\
& \left.+U\left(\frac{\Psi^{\prime \prime}}{\Psi}-\frac{\varphi^{\prime \prime}}{\varphi^{\prime}} \frac{\Psi^{\prime}}{\Psi}+\mathrm{b} \frac{S(S+1)}{f^{2}}-g+\lambda(m)\right)\right\}=0 \tag{B4}
\end{align*}
$$

In Eq. (B4) one has introduced the shortened notation

$$
U^{\prime \prime}=\frac{d^{2} U}{d X^{2}}, \quad U^{\prime}=\frac{d U}{d X}, \cdots .
$$

In order to obtain a differential equation in $U(X)$ not containing the first derivative $U^{\prime}$, one has first to choose the function $\Psi(X)$ and $\varphi(X)$ so that

$$
2 \Psi^{\prime} / \Psi=\varphi^{\prime \prime} / \varphi^{\prime}
$$

Subsequently

$$
\begin{equation*}
[\Psi(X)]^{2}=\varphi^{\prime}=\frac{d \varphi}{d X} \tag{B5}
\end{equation*}
$$

Hence, when taking into account the relationship (B5),
Eq. (B4) becomes

$$
\frac{d^{2} U}{d X^{2}}+U(X)\left[\Psi \frac{d}{d X}\left(\Psi^{\prime} \Psi^{-2}\right)\right.
$$

$$
\begin{equation*}
\left.+\left(\frac{\mathrm{b} S(S+1)}{f^{2}}+\lambda-g\right) \Psi^{4}\right]=0 \tag{B6}
\end{equation*}
$$

Therefore, if one chooses

$$
\begin{equation*}
[\Psi(X)]^{2}=f(x) \tag{B7}
\end{equation*}
$$

One obtains

$$
\begin{align*}
& \frac{d^{2} U}{d X^{2}}+U\left(\Psi \frac{d}{d X}\left(\Psi^{\prime} \Psi^{-2}\right)\right. \\
& \left.+\Psi^{4}[\lambda-g(x)]+b S(S+1)\right)=0 \tag{B8}
\end{align*}
$$

where $g(x)$ is to be considered as a function of $X$ and $\Psi(X)$ is given by (B7).

Finally, the suitable change of variable and function is defined by

$$
\begin{equation*}
d X=\frac{d x}{f(x)}, \quad U(x)=[f(x)]^{1 / 2} U(X) \tag{B9}
\end{equation*}
$$

## APPENDIX C

(I) Let us consider the Rodrigues' formula

$$
\begin{equation*}
F_{v}(y)=\frac{1}{W(y)} \frac{d^{v}}{d y^{v}}\left\{W(y)[H(y)]^{v}\right\} \tag{C1}
\end{equation*}
$$

Our purpose is to show that the following condition

$$
\begin{align*}
& \frac{d}{d y}\left(\frac{H(y)}{W(y)} \frac{d W(y)}{d y}\right)=c_{1}=\mathrm{const}  \tag{C2}\\
& \frac{d^{2} H(y)}{d y^{2}}=a_{2}=\mathrm{const}
\end{align*}
$$

is the necessary and sufficient condition for $F_{\psi}(y)$ to be the Rodrigues' representation of a polynomial.

Indeed, it is easily shown that the condition (C2) is satisfied when (C1) is the Rodrigues' formula of the "classical" polynomials.

Reciprocally, let us assume that the condition (C2) is fulfilled. One can write

$$
\begin{align*}
& \frac{H}{W} \frac{d W}{d y}=c_{1} y+c_{0}  \tag{C3}\\
& H=a_{2} y^{2}+a_{1} y+a_{0}
\end{align*}
$$

and from (C3) one gets

$$
\begin{equation*}
\frac{1}{W} \frac{d W}{d y}=\frac{c_{1} y+c_{0}}{a_{2} y^{2}+a_{1} y+a_{0}} . \tag{C4}
\end{equation*}
$$

Different cases have to be considered depending upon the effective degree in $y$ of the $H$ polynomial, i. e., upon the values of the constants.

1. First case $a_{2} \neq 0$
(a) When $a_{1}^{2}-4 a_{0} a_{2} \neq 0$, one can introduce the linear change of variable

$$
\begin{equation*}
u=\frac{2 a_{2}}{\left[a_{1}^{2}-4 a_{0} a_{2}\right]^{1 / 2}}\left(y+\frac{a_{2}}{2 a_{2}}\right) \tag{C5}
\end{equation*}
$$

The first order differential equation (C4) becomes

$$
\frac{1}{W} \frac{d W}{d u}=-\frac{c_{1}}{a_{2}}\left(\frac{u}{1-u^{2}}\right)
$$

$$
-\frac{\left(2 c_{0} a_{2}-c_{1} a_{1}\right)}{a_{2}\left(a_{1}^{2}-4 a_{0} a_{2}\right)^{1 / 2}}\left(\frac{1}{1-u^{2}}\right),
$$

and one gets

$$
\begin{align*}
& W=(1-u)^{\alpha}(1+u)^{\beta}  \tag{C6}\\
& H=-\left[\left(a_{1}^{2}-4 a_{0} a_{2}\right) / 4 a_{2}\right]\left(1-u^{2}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \alpha=\frac{c_{1}}{2 a_{2}}+\frac{1}{2 a_{2}}\left(\frac{2 c_{0} a_{2}-c_{1} a_{1}}{\left[a_{1}^{2}-4 a_{0} a_{2}\right]^{1 / 2}}\right)  \tag{C7}\\
& \beta=\frac{c_{1}}{2 a_{2}}-\frac{1}{2 a_{2}}\left(\frac{2 c_{0} a_{2}-c_{1} a_{1}}{\left[a_{1}^{2}-4 a_{0} a_{2}\right]^{1 / 2}}\right)
\end{align*}
$$

Hence, from the expression (C6) of $W$ and $H$, one finds that the Rodrigues' formula (C1) generates a Jacobi polynomial $P_{v}^{(\alpha, \beta)}(u)$, i. e. ,

$$
\begin{equation*}
F_{v}=v!\left(a_{1}^{2}-4 a_{0} a_{2}\right)^{v / 2} P_{v}^{(\alpha, \beta)}(u) \tag{C8}
\end{equation*}
$$

where $u$ is defined as a function of $y$ by (C5) and the parameters $\alpha$ and $\beta$ are given by ( C 7 ).
(b) When $a_{1}^{2}-4 a_{0} a_{2}=0$, if one introduces the following change of variable:

$$
\begin{equation*}
u=y+a_{1} / 2 a_{2} \tag{C9}
\end{equation*}
$$

The first order differential equation (C4) becomes

$$
\frac{1}{W} \frac{d W}{d u}=\frac{c_{1}}{a_{2}} \frac{1}{u}+\left(\frac{c_{0}}{a_{2}}-\frac{c_{1} a_{1}}{2 a_{2}^{2}}\right) \frac{1}{u^{2}}
$$

and one gets

$$
\begin{equation*}
W=u^{c_{1} / a_{2}} \exp \left[-\left(\frac{c_{0}}{a_{2}}-\frac{c_{1} a_{1}}{2 a_{2}^{2}}\right) \frac{1}{u}\right], \quad H=a_{2} u^{2} \tag{C10}
\end{equation*}
$$

Since (cf. for instance, the Appendix of Ref. 8)

$$
\frac{d^{n}}{d t^{n}}\left[t^{-k} e^{1 / t}\right]=(-)^{n} n!t^{-n-k} e^{1 / t} L_{n}^{k-1}\left(-\frac{1}{t}\right)
$$

where $L_{n}^{\alpha}(x)$ is a Laguerre polynomial. ${ }^{14}$
Finally, one gets

$$
\begin{equation*}
F_{v}=(-)^{v} v!a_{2}^{v} u^{v} L_{v}^{\alpha}\left[-\left(\frac{c_{0}}{a_{2}}-\frac{c_{1} a_{1}}{2 a_{2}^{2}}\right) \frac{1}{u}\right] \tag{C11}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=-c_{1} / a_{2}-2 v-1 \tag{C12}
\end{equation*}
$$

and $u$ is defined as a function of $y$ by (C 9 )

## 2. Second case, $a_{2}=0$ and $a_{1} \neq 0$

(a) When $c_{1} \neq 0$, one can introduce the change of variable

$$
\begin{equation*}
u=-\left(c_{1} / a_{1}^{2}\right)\left(a_{1} y+a_{0}\right) \tag{C13}
\end{equation*}
$$

The equation (C4) becomes

$$
\frac{1}{W} \frac{d W}{d u}=-1+\left(\frac{a_{0} c_{1}}{a_{1}^{2}}+\frac{c_{0}}{a_{1}}\right) \frac{1}{u}
$$

and one gets

$$
\begin{equation*}
W=u^{\alpha} e^{-u}, \quad H=-\left(a_{1}^{2} / c_{1}\right) u \tag{C14}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=a_{0} c_{1} / a_{1}^{2}+c_{0} / a_{1} \tag{C15}
\end{equation*}
$$

Hence, the Rodrigues' formula generates Laguerre
polynomial $L_{v}^{\alpha}(u)$ and

$$
\begin{equation*}
F_{v}=v!a_{1}^{v} L_{v}^{\alpha}(u) \tag{C16}
\end{equation*}
$$

(b) When $c_{1}=0$, if one introduces the change of variable

$$
\begin{equation*}
u=a_{1} y+a_{0} \tag{C17}
\end{equation*}
$$

Eq. (C4) becomes

$$
\frac{1}{W} \frac{d W}{d u}=\frac{c_{0}}{a_{1}}\left(\frac{1}{u}\right)
$$

and one gets

$$
\begin{equation*}
W=u^{c_{0} / a_{1}}, \quad H=u \tag{C18}
\end{equation*}
$$

and, in fact, the function $F_{v}$ reduces to a constant value, i.e.,

$$
\begin{equation*}
F_{v}=a_{1}^{v} \frac{\Gamma\left(v+c_{0} / a_{1}+1\right)}{\Gamma\left(c_{0} / a_{1}+1\right)}=v!a_{1}^{v} L_{v}^{\alpha}(0) \tag{C19}
\end{equation*}
$$

where $\alpha=c_{0} / a_{1}$.

## 3. Third case, $a_{2}=a_{1}=0$

(a) When $c_{1} \neq 0$ and introducing the change of variable

$$
\begin{equation*}
u=\left(-2 a_{0} c_{1}\right)^{-1 / 2}\left(c_{1} y+c_{0}\right) \tag{C20}
\end{equation*}
$$

one gets

$$
\begin{equation*}
W=\exp \left(-u^{2}\right), \quad H=a_{0} \tag{C21}
\end{equation*}
$$

and the Rodrigues' formula (C1) generates Hermite polynomials $H_{v}(u)$, i. e.,

$$
\begin{equation*}
F_{v}=(-)^{v}\left(-c_{1} a_{0} / 2\right)^{v / 2} H_{v}(u) \tag{C22}
\end{equation*}
$$

(b) When $c_{1}=0$, one gets

$$
\begin{equation*}
W=\exp \left[\left(c_{0} / a_{0}\right) y\right], \quad H=a_{0} \tag{C23}
\end{equation*}
$$

and the function $F_{v}$ reduces to a constant value, i. e.,

$$
F_{v}=c_{0}^{v}
$$

(C24)
Finally, when the condition (C2) is fulfilled, it has been shown that the Rodrigues' formula (C1) generates classical orthogonal polynomials and, a straightforward way, explicit expressions of $F_{v}$ can be obtained in terms of the well-known explicit expressions of the polynomials.
(II) Explicit expressions of the orthogonal polynomials ${ }^{15}$ :

1. Jacobi polynomial:

$$
\begin{aligned}
P_{v}^{(\alpha, \beta)}(u)= & \frac{\Gamma(\alpha+1+v)}{v!(v+\alpha+\beta+1)} \\
& \times \sum_{j=0}^{v}\binom{v}{j} \frac{\Gamma(v+\alpha+\beta+1+j)}{2^{j} \Gamma(\alpha+1+j)}(u-1)^{j}
\end{aligned}
$$

2. Laguerre polynomial:

$$
L_{v}^{\alpha}(u)=\sum_{j=0}^{v}(-)^{j} \frac{\Gamma(\alpha+1+v)}{(v-j)!\Gamma(\alpha+1+j)} u^{j}
$$

3. Hermite polynomial:

$$
H_{v}(u)=v!\sum_{j=0}^{[v / 2]}(-)^{j} \frac{1}{j!(v-2 j)!}(2 u)^{v-2 j}
$$
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# A fluid sphere in general relativity 

Ronald J. Adler<br>The Institute for Advanced Study, Princeton, New Jersey 08540<br>(Received 3 December 1973; revised manuscript received 4 February 1974)<br>We solve the Einstein field equations for the interior of a static fluid sphere in closed analytic form.<br>The model sphere obtained has a physically reasonable equation of state, and a maximum mass of $2 / 5$ the fluid radius (in geometric units). As the maximum mass is approached the central density and pressure become infinite, while for masses greater than about 0.35 times the fluid radius the velocity of sound in portions of the fluid exceeds the velocity of light, indicating that the fluid is noncausal in this mass range. In the low mass limit the solution becomes identical to the Schwarzschild interior solution.

## 1. INTRODUCTION

Exact solutions to the Einstein field equations in closed analytic form are difficult to obtain due to the nonlinearity of the equations. In particular the problem of constructing a static model sphere of perfect fluid (e.g., a neutron star model) is usually solved by numerical methods using the Tolman-OppenheimerVolkoff (TOV) equation ${ }^{1,2,3}$ with an equation of state specified; this is a straightforward procedure, but yields results expressed in cumbersome numerical or graphic form. ${ }^{3}$

The small number of analytic solutions which have been obtained are valuable and interesting because one may study their properties in complete detail and with comparative ease, especially their behavior at high field intensity or high pressure and density. The analytic solutions are thus complementary to the numerical solutions obtained with realistic equations of state. Indeed in the pioneering work on neutron stars by Oppenheimer and Volkoff ${ }^{2}$ appeal was made to qualitatively similar closed analytic solutions obtained by Tolman for an understanding of such features as a maximum mass and infinite central densities. Similarly the classic interior solution of Schwarzschild for an incompressible fluid has provided insight into the effects of relativity on qualitative features and order of magnitude quantitative features of white dwarfs and neutron stars. ${ }^{4}$ Indeed the density of the heaviest neutron star models is roughly constant throughout most of the star, making the Schwarzschild interior solution a surprisingly good approximation considering its extreme simplicity.

The following questions are particularly interesting regarding analytic solutions for a static fluid sphere:
(1) Does a maximum mass occur?
(2) Can the central density and pressure become infinite?
(3) Can the velocity of sound exceed $c$, thereby violating causality?
(4) Can the average polytropic index $\gamma$ become less than $4 / 3$, making the solution unstable to radial oscillation?

In the present work we generate a closed analytic solution to the Einstein equations for a fluid sphere by specifying the metric term $g_{00}=e^{\nu}$. All of the functions involved in the solution are algebraic, and a physically reasonable equation of state results. The solution has
the following properties, corresponding to the questions noted above:
(1) A maximum mass occurs, and is equal in geometric units to $2 / 5$ the fluid radius. This may be compared to the Schwarzschild interior solution, in which the demand that the Schwarzschild radius not be exterior to the fluid leads to a maximum mass of $1 / 2$ the fluid radius. ${ }^{3,4}$
(2) The central pressure and density both become infinite as the maximum mass is approached. This may also be compared with the behavior of the Schwarzschild interior solution, in which the central pressure becomes infinite when the mass reaches $4 / 9$ the fluid radius, the density, of course, remaining constant. ${ }^{3,4}$
(3) The velocity of sound exceeds $c$ in portions of the fluid when the geometrical mass is about 0.35 times the fluid radius. Thus the demand of causality provides a more stringent upper limit on the mass than occurs in (1) or (2) above.
(4) The average polytropic index $\gamma$ remains greater than $4 / 3$ for all masses less than about 0.35 times the fluid radius.

A further remarkable property of the present solution is that in the low mass limit (<< the fluid radius) it is identical to the Schwarzschild interior solution and also to one of Tolman's analytic solutions. This is despite the fact that the Schwarzschild interior solution has no equation of state and, for example, cannot support sound waves. It thus appears that the present solution is in several respects superior to the Schwarzschild solution for illustrating some of the peculiarly relativistic qualitative features of a fluid sphere.

## 2. SOLUTION BY QUADRATURES OF THE EINSTEIN EQUATIONS

The Einstein equations for an ideal fluid are ${ }^{4}$

$$
\begin{equation*}
G_{\mu \nu}=-8 \pi\left[\rho u_{\mu} u_{\nu}-p\left(g_{\mu \nu}-u_{\mu} u_{\nu}\right)\right] \tag{2.1}
\end{equation*}
$$

where $G_{\mu \nu}$ is the Einstein tensor, $u_{\mu}$ is the 4-velocity of a fluid element, and $g_{\mu \nu}$ is the metric. (We set $c$ and the gravitational constant $\kappa$ equal to 1 by choice of units and specify a zero cosmological constant.) For a static spherically symmetric system an appropriate metric is

$$
\begin{equation*}
d s^{2}=e^{\nu(r)} d t^{2}-e^{\lambda(r)} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \tag{2.2}
\end{equation*}
$$

It then follows that the field equations may be written
$\mathrm{as}^{1,4}$

$$
\begin{align*}
& \frac{e^{\lambda}}{r^{2}}=\frac{1}{r^{2}}-\frac{\nu^{\prime 2}}{4}-\frac{\nu^{\prime \prime}}{2}+\frac{\nu^{\prime} \lambda^{\prime}}{4}+\frac{\nu^{\prime}+\lambda^{\prime}}{2 r}  \tag{2.3a}\\
& 8 \pi p=-\frac{1}{r^{2}}-e^{-\lambda}\left(\frac{1}{r^{2}}+\frac{\nu^{\prime}}{r}\right), \quad p=p(r)  \tag{2.3b}\\
& 8 \pi \rho=\frac{1}{r^{2}}-e^{-\lambda}\left(\frac{1}{r^{2}}-\frac{\lambda^{\prime}}{r}\right), \quad \rho=\rho(r) \tag{2.3c}
\end{align*}
$$

where a prime denotes differentiation with respect to $r$. It is well known that (2.3a) may be solved by quadratures in a number of ways; e.g., Tolman ${ }^{1}$ specifies various conditions on the functions $\nu$ and $\lambda$ that simplify the equation and allow immediate integration, while Adler, Bazin, and Schiffer ${ }^{4}$ note that $\lambda$ may be obtained if $\nu$ is given. Once $\nu$ and $\lambda$ are obtained, $p$ and $\rho$ follow directly from (2.3b) and (2.3c). It is rather remarkable how simple the explicit solution of (2.3a) can be made. We define

$$
\begin{align*}
& \gamma(r)=e^{\nu / 2}=\sqrt{g_{00}}  \tag{2.4a}\\
& \tau(r)=e^{-\lambda}=-1 / g_{11} \tag{2.4b}
\end{align*}
$$

Then (2.3a) may be written as a linear first order equation for $r$

$$
\begin{equation*}
r^{\prime}-\frac{2\left(\gamma+r \gamma^{\prime}-r^{2} \gamma^{\prime \prime}\right)}{r\left(\gamma+r \gamma^{\prime}\right)} \tau=\frac{-2 \gamma}{r\left(\gamma+r \gamma^{\prime}\right)} . \tag{2.5}
\end{equation*}
$$

This has the solution

$$
\begin{align*}
& \tau(r)=\exp [-F(r)]\left\{\int^{r} \exp \left[F\left(r^{\prime}\right)\right] g\left(r^{\prime}\right) d r^{\prime}+C\right\} \\
& F(r)=\int^{r} f\left(r^{\prime}\right) d r^{\prime}, \quad f(r)=\frac{-2\left(\gamma+r \gamma^{\prime}-\gamma^{2} \gamma^{\prime \prime}\right)}{r\left(\gamma+r \gamma^{\prime}\right)}  \tag{2.6}\\
& g(r)=\frac{-2 \gamma}{r\left(\gamma+r \gamma^{\prime}\right)}, \quad C=\text { const. }
\end{align*}
$$

It is clear that (2.6) combined with (2.3b) and (2.3c) represents all solutions for static spherically symmetric fluid bodies. There is of course no reason to expect that all such solutions will be physically reasonable and have, for example, a positive $\rho$ and $p$ distribution. Only a subclass of these solutions, corresponding to certain functions $\gamma(r)$, will be physically reasonable in this sense, and a still smaller subclass will correspond to



FIG. 2. Equation of state $p(\rho)$ for $m_{0}=3$ km and $r_{0}=10 \mathrm{~km}$.
physically reasonable equations of state. A judicious choice of $\gamma(\gamma)$ is thus necessary for a physically interesting solution.

The solution (2.6) may be rewritten in many forms by transforming the independent variables $\gamma$ and $\tau$ defined in (2.4); for example, rewriting (2.5) in terms of $\gamma^{2}$ leads to a solution analogous to (2.6), from which Tolman's solution number 4 may be most easily obtained. Alternatively the dependent variable $r$ may be transformed; the choice of $\rho=\log r$ leads to an analogue of (2.6) from which Tolman's solution number 5 may be obtained.

## 3. SPECIFIC ANALYTIC SOLUTION

We now wish to find a solution of (2.6) that is both simple and yields physically interesting results. The solution (2.6) for $\tau(r)$ will be particularly simple if $f=\mathrm{g}$, since in this case the integral in (2.6) will be $\exp [F(r)]$. This is accomplished by demanding that $r \gamma^{\prime}-\gamma^{2} \gamma^{\prime \prime}$ vanish or

$$
\begin{equation*}
\gamma(r)=A+B r^{2} \tag{3.1}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\tau(r)=1+C r^{2} /\left(A+3 B r^{2}\right)^{2 / 3} \tag{3.2}
\end{equation*}
$$

The constants $A, B$, and $C$ are specified by matching the solution to the exterior Schwarzschild solution for a mass $m_{0}$, at radius $r_{0}$. We then obtain as the solution the following algebraic functions:

$$
\begin{align*}
\gamma= & \exp (\nu / 2)=\left(1-\frac{5}{2} \epsilon+\frac{1}{2} \epsilon y^{2}\right)(1-2 \epsilon)^{-1 / 2},  \tag{3.3a}\\
\tau= & \exp (-\lambda)=1-2 \epsilon y^{2}(1-\epsilon)^{2 / 3}\left(1-\frac{5}{2} \epsilon+\frac{3}{2} \epsilon y^{2}\right)^{-2 / 3}, \\
\rho= & \left(\epsilon / 4 \pi r_{0}^{2}\right)(1-\epsilon)^{2 / 3}\left(1-\frac{5}{2} \epsilon+\frac{3}{2} \epsilon y^{2}\right)^{-2 / 3}  \tag{3.3b}\\
& \times\left[3-2 \epsilon y^{2} /\left(1-\frac{5}{2} \epsilon+\frac{3}{2} \epsilon y^{2}\right)\right]  \tag{3.3c}\\
p= & \left(\epsilon / 4 \pi r_{0}^{2}\right) \\
& \times\left[\exp (-\lambda)\left(1-\frac{5}{2} \epsilon+\frac{1}{2} \epsilon y^{2}\right)^{-1}-\left(1-\frac{5}{2} \epsilon+\frac{3}{2} \epsilon y^{2}\right)^{-2 / 3}\right] \tag{3.3d}
\end{align*}
$$

where $\epsilon \equiv m_{0} / r_{0}$ and $y \equiv r / r_{0}$. The mass distribution, defined as $m(r)=[1-\exp (-\lambda)] r / 2$, is

$$
\begin{equation*}
m(r)=m_{0} y^{3}(1-\epsilon)^{2 / 3}\left(1-\frac{5}{2} \epsilon+\frac{3}{2} \epsilon y^{2}\right)^{-2 / 3} . \tag{3.4}
\end{equation*}
$$

In Figs. 1 and 2 we have plotted $\rho(r)$ as well as the equation of state $p$ vs $\rho$ for this solution for the values $m_{0}=3 \mathrm{~km}$ and $r_{0}=10 \mathrm{~km}$, characteristic of a heavy neutron star. Unlike Schwarzschild's solution with $\rho$ $=$ const, the density peaks sharply at $r=0$, and the equation of state is physically reasonable. It is evident, moreover, that $\rho$ and $p$ will in general be positive functions.

## 4. PROPERTIES OF THE SOLUTION

For a fixed radius the sphere described by (3.3) has a maximum mass. We observe that the central density $\rho(0)$ is a function of $\epsilon=m_{0} / r_{0}$.

$$
\begin{equation*}
\rho(0)=\frac{3 \epsilon}{4 \pi r_{0}^{2}}\left(\frac{1-\epsilon}{1-\frac{5}{2} \epsilon}\right)^{2 / 3} \tag{4.1}
\end{equation*}
$$

so that for fixed $r_{0}$ the mass $m_{0}$ is a function of $\rho(0)$. This function has a maximum value when $d \rho(0) / d \epsilon$ is infinite, which occurs for

$$
\begin{equation*}
\epsilon=\frac{2}{5}, \quad m_{0}=\frac{2}{5} r_{0} . \tag{4.2}
\end{equation*}
$$

This may be compared with the larger value of $\frac{1}{2} r_{0}$ obtained with the Schwarzschild interior solution by demanding that the Schwarzschild radius not be exterior to the fluid. ${ }^{4}$

From (3.2c) and (3.3d) it is evident that both $\rho(0)$ and $p(0)$ become infinite at the same value of $\epsilon=2 / 5$. The Schwarzschild interior solution has the similar property that the central pressure becomes infinite when $\epsilon=4 / 9$, a less stringent mass limit than given by the present model. ${ }^{4}$

A further interesting property of the present solution is that for $\epsilon \gtrsim 0.35$ the derivative of $p$ with respect to $\rho$ exceeds unity in parts of the fluid. This may be shown by calculating $d p / d \rho=\left(d p / d y^{2}\right) /\left(d \rho / d y^{2}\right)$ and evaluating it as a function of $\epsilon$ and $y$. We may interpret this to mean that the speed of sound, given by $d p / d \rho$, exceeds the velocity of light and the fluid becomes noncausal. We thereby infer a yet more stringent maximum mass of about $0.35 r_{0}$. This is in fact comparable to the value obtained for realistic models of neutron stars. ${ }^{5}$

Let us now procede to the low mass limit $m_{0} \ll r_{0}$. The constant density solution of Schwarzschild ${ }^{4}$ has

$$
\begin{equation*}
\exp (\nu / 2)=\left[\frac{3}{2}(1-2 \epsilon)-\frac{1}{2}\left(1-2 \epsilon y^{2}\right)\right] \tag{4.3}
\end{equation*}
$$

and Tolman's solution (number four) has ${ }^{1}$

$$
\begin{equation*}
\exp (\nu)=(1-3 \epsilon)+\epsilon y^{2} \tag{4.4}
\end{equation*}
$$

Both of these solutions and the present solution have the following common limit functions for small $\epsilon$ :

$$
\exp (\nu)=1-3 \epsilon+\epsilon y^{2}, \quad \exp (-\gamma)=1-2 \epsilon y^{2}
$$

$$
\begin{equation*}
\rho=3 \epsilon / 4 \pi r_{0}^{2}, \quad p=\frac{1}{2} \rho \epsilon\left(1-y^{2}\right) \tag{4.5}
\end{equation*}
$$

The Schwarzschild solution has $\rho \equiv$ const for all values of $\epsilon$. For the present solution however we may expand $\rho$ to second order in $\epsilon$ to obtain

$$
\begin{equation*}
\rho=\left(3 \epsilon / 4 \pi r_{0}^{2}\right)\left(1+\epsilon-\frac{5}{3} \epsilon y^{2}\right) . \tag{4.6}
\end{equation*}
$$

We then may use this and the expression for $p$ above to eliminate $y^{2}$ and obtain an approximate equation of state for small $\epsilon$

$$
\begin{equation*}
p=\frac{3}{10}\left(\rho-\epsilon / 4 \pi r_{0}^{2}\right) . \tag{4.7}
\end{equation*}
$$

Note that $\epsilon$ is contained in this relation explicitly. The same is true of the implicit exact relation contained in (3.3c) and (3.3d). The solution of Tolman has an equation of state that also depends explicitly on the mass and radius of the fluid.

## 5. CONCLUSIONS

Using a quadrature solution of the Einstein equations for a static fluid sphere we have obtained an interesting analytic solution with the following properties: (1) The structure of the fluid is expressible in terms of algebraic functions. (2) The fluid has a density that peaks in the center, and a maximum value of mass of about 0.35 the radius, dictated by causality. (3) The present solution, one obtained by Tolman, and the Schwarzschild interior solution are the same for asymptotically small values of mass/radius, but equations of state exist for our solution and Tolman's solution; these equations of state depend explicitly on the value of the mass and radius of the sphere.
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A formulation is presented for the study of semiboundedness of coupled boson-fermion model field theories. Euclidean-boson fields and ordinary fermion fields are employed. Expansion steps used to derive estimates are presented.

## I. INTRODUCTION

There is a great deal of interest at present in discovering techniques for treating boson-fermion model field theories parallel to the use of Euclidean boson fields in studying purely boson models. We address ourselves here solely to the question of semiboundedness of the energy (as the first problem usually encountered for any model) although there is no reason to exclude further applications of the machinery discussed. There are three superrenormalizable models available, $Y_{2}$, $Y_{3}$, and the generalized Yukawa model in one space dimension (hereafter called $G Y_{2}$ ). The treatment of $Y_{2}$ and $G Y_{2}$ is in some sense just practice for the tackling of $Y_{3}$. Four-dimensional theories so far appear impregnable.

Glimm obtained semiboundedness of the energy for $Y_{2}$ in Ref. 1. Schrader extended this result to show the linear dependence of the bound on the volume. ${ }^{2}$ One of the authors showed the semiboundedness of the $G Y_{2}$ energy. ${ }^{3}$ There are studies under way attempting to study boson-fermion field theory models by eliminating the fermi fields initially, using the closed form expression involving a Fredholm determinant, similar to the corresponding expression in the variational approach to field theory. ${ }^{4,5}$ Here we continue the development initiated in Ref. 3. A unified treatment of $Y_{2}$ and $G Y_{2}$ is obtained, ${ }^{6}$ whose basic line is here presented. Whether these methods, or the methods in Ref. 5 , will be successful in studying $Y_{3}$ must be decided in the future. Other paths of evolution, or unifications, cannot be excluded, such as the work of Gross. ${ }^{7}$ We are enthusiastic about the usefulness of the present program since it captures for boson-fermion models analogs of all the techniques used by Glimm and Jaffe in obtaining semiboundedness for $\phi_{3}^{4}$, including localization. ${ }^{8}$

## II. FEYNMAN-KAC FORMULA

Any Hamiltonian we consider is of the form

$$
\begin{align*}
H & =H_{\mathrm{OB}}+H_{\mathrm{OF}}+G(\phi)+\int d x \int d y Q(x, y, \phi) \bar{\psi}(x) \psi(y)  \tag{1}\\
& =H_{\mathrm{OB}}+K_{\mathrm{F}} . \tag{2}
\end{align*}
$$

There are volume and momentum cutoffs in the interaction and renormalization terms in the $G(\phi)$. Subscripts $F$ will often denote expressions in terms of Foch space operators. Using the Trotter product formula, we have

$$
\begin{align*}
& \langle 0| \exp (-H T)|0\rangle_{\mathrm{F}} \\
& \quad=\lim _{n \rightarrow \infty}\langle 0|\left[\exp \left(-H_{0 B} T / n\right) \exp \left(-K_{F} T / n\right)\right]^{n}|0\rangle_{\mathrm{F}} \tag{3}
\end{align*}
$$

$|0\rangle_{F}$ denotes the Foch vacuum. We introduce a total Hilbert space $H$, the tensor product of Euclidean boson Hilbert space $H_{\mathrm{Eb}}$ and $H_{\mathrm{F}}$ the Foch fermi Hilbert space

$$
\begin{equation*}
H=H_{E B} \times H_{F} \tag{4}
\end{equation*}
$$

and Euclidean boson fields $\phi(x, t)$. We also introduce dummy variables into the Fermi fields

$$
\begin{equation*}
\psi(x, t)=\psi(x) . \tag{5}
\end{equation*}
$$

These dummy $t$ variables will only be used to define a time ordering operation. (One may alternatively say we are developing a Euclidean Fermi field theory -translation invariant but not rotation invariant-with the zero operator generating time translations. The Fermi kinetic energy terms are included in the interaction; in form, they and the interaction terms do not appreciably differ. This may be contrasted with the boson situation where the energy contains $\pi$ 's and the interaction does not.) $K_{\mathrm{F}}$ is replaced by $K(t)$ by substituting the time dependent fields for the ( $t=0$ ) Foch field:

$$
\begin{align*}
K_{\mathrm{F}}= & H_{0 \mathrm{~F}}(\bar{\psi}, \psi)+G(\phi)+\int d x \int d y Q(x, y, \phi) \bar{\psi}(x) \psi(y) \\
K(t)= & H_{0 \mathrm{~F}}(\bar{\psi}(t), \psi(t))+G(\phi(t)) \\
& +\int d x \int d y Q(x, y, \phi(t)) \bar{\psi}(x, t) \psi(y, t) \tag{6}
\end{align*}
$$

Equation (3) becomes

$$
\begin{equation*}
\langle 0| \exp (-H T)|0\rangle_{\mathrm{F}}=T\langle 0| \exp \left[-\int_{0}^{T} K(t) d l\right]|0\rangle \tag{7}
\end{equation*}
$$

Here $|0\rangle$ is the vector in $H$ that is the product of the boson Euclidean space vacuum with the Fermi Foch space vacuum. $T$ indicates a time ordering in the $t$ variables in the $\phi(x, t)$ and $\psi(x, t)$. All of our efforts are directed to finding techniques for estimating the right side of Eq. (7).

## III. THE DUHAMEL EXPANSION

The process we have for removing parts of the exponent is the Duhamel expansion. We decompose $K(t)$ into two parts:

$$
\begin{equation*}
K(t)=K_{0}(t), \quad K(t)=K_{i}(t)+R_{i}(t), \quad i=1,2, \ldots, \tag{8}
\end{equation*}
$$

where $K_{i}(t)$ and $R_{i}(t)$ are functions of $\psi(t), \bar{\psi}(t)$, and $\phi(t)$ $\phi(t)$-all the fields at the fixed time $t$. Often in applications the $K_{i}(t)$ and $R_{i}(t)$ are picked to have no explicit time dependence. The Duhamel expansion assumes the form
$T\langle 0| \exp \left[-\int_{0}^{T} K(t) d t\right] R|0\rangle$
$=\sum_{0}^{\infty}(-1)^{n} \int_{0}^{T} d t_{n} \int_{0}^{t_{n}} d t_{n-1} \cdots \int_{0}^{t_{2}} d t_{1}$

$$
\begin{equation*}
\times T\langle 0| \prod_{i=1}^{n} R_{i}\left(t_{i}\right) \exp \left[-\sum_{j=0}^{n} \int_{t_{j}}^{t_{j+1}} K_{j}(s) d s\right] R|0\rangle \tag{9}
\end{equation*}
$$

where $t_{0}=0$ and $t_{n+1}=T$. [The $K(t)$ in (8) and (9) is not necessarily the same as in (6), but may be a similar expression such as one of the $K_{i}(t)$ arising in an inductive procedure. $]$ An example of this expansion for $P(\phi)_{2}$ is found in Ref. 9 and for $G Y_{2}$ in Ref. 3.

If space-time is divided into regions and a separate Duhamel expansion is developed for the interaction in each region, then the different Duhamel expansions can be combined into a sum of single Duhamel expansions such as (9). This is a primary device for localization.

## IV. THE PULL THROUGH EXPANSION

The "pull through" operation was introduced in Ref. 10. Like the Duhamel expansion it is purely algebraic and applies alike to Fermi and boson fields. An operator in some $R_{i}\left(t_{i}\right)$ in (9) is decomposed into creation and annihilation operators which are "pulled through" until they either annihilate on the vacuum, contract on the exponent, contract on some other $R_{j}\left(t_{j}\right)$, or until the operator being pulled through has moved far enough to collect some desirable time factor, $\exp (-u t)$, and then stopped. This last operation is not used for bosons. It is possible to iteratively use pull through operations and Duhamel expansions, to generate an inductive procedure.

After any number of applications of the two operations above one has an expression

$$
\langle 0| \exp (-H T)|0\rangle_{F}=\sum_{\alpha} T_{\alpha}
$$

where a typical term $T_{\alpha}$ has the form

$$
\begin{equation*}
T_{\alpha}=\int_{0}^{T} d t_{r} \int_{0}^{t_{r}} d t_{r-1} \cdots \int_{0}^{t_{2}} d t_{1} T\langle 0| R_{\alpha} \exp \left(-K_{\alpha}\right)|0\rangle \tag{10}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{\alpha}=\sum_{j=0}^{r} \int_{t_{j}}^{t_{j+1}} K_{j}(s) d s \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
R_{\alpha}= & \int d x_{1} \cdots d x_{s} \int d y_{1} \cdots d y_{s} \bar{\psi}\left(x_{1}, t_{\alpha(1)}\right) \cdots \bar{\psi}\left(x_{s}, t_{\alpha(s)}\right) \\
& \times \cdots \psi\left(y_{s}, t_{\alpha(2 s)}\right) Q_{\alpha}\left(x_{1}, \ldots, x_{s}, y_{1}, \ldots, y_{s}, \phi, t\right) \tag{12}
\end{align*}
$$

Summation over Fermion field indices is always implicit. As many of the time integrations as possible are included in $Q_{\alpha}$. Time variables arising from contractions from the exponent in which both fermions are contracted fall in this category. Combination of terms in $T_{\alpha}$ is also advantageous; in the pull through procedure it is possible to construct time and space locally averaged boson fields as in Ref. 8 which would appear in Eq. (12).

## V. ESTIMATES AND DEFERMIATION

When the algebraic operations of the last two sections are completed, estimates are required for $K_{j}(s)$ and $\boldsymbol{R}_{\alpha}$. Assume estimates of the form

$$
\begin{equation*}
K_{j}(s) \geqslant C_{j}(\phi, s) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|Q_{\alpha}(x, y, \ldots)\right|_{1} \leqslant d_{\alpha}\left(\phi, t_{1}, \ldots, t_{r}\right) \tag{14}
\end{equation*}
$$

where $\left|f\left(x_{1}, \ldots, x_{n}\right)\right|_{1}$ is the inf of $\sum_{1}^{\infty}\left|a_{i}\right|$ over $a_{i}$ satisfying

$$
f=\sum_{i} a_{i} \prod_{j=1}^{n} g_{i j}\left(x_{j}\right)
$$

with $\left|g_{i j}(x)\right|_{2}=1$. The "defermiation" step is then the estimate:

$$
\begin{align*}
& \langle 0| \exp (-H T)|0\rangle_{\mathrm{F}} \leqslant \sum_{\alpha}\left|T_{\alpha}\right|  \tag{15}\\
& \left|T_{\alpha}\right| \leqslant \\
& \quad \int_{0}^{T} d t_{r} \cdots \int_{0}^{t_{2}} d t_{1}\langle 0| d_{\alpha}(\phi)  \tag{16}\\
& \quad \times \exp -\sum_{j=0}^{r} \int_{t_{j}}^{t_{j+1}} C_{j}(\phi, s) d s|0\rangle
\end{align*}
$$

In (16) only boson fields remain, and all the techniques for estimating such a purely boson expression are available. Unlike the algebraic operations discussed above the defermiation can be performed just once in the procedure, it is a decisive step.

In Ref. 3 is an illustrative use of a Duhamel expansion, pull throughs, the estimates of Eq. (13), defermiation, and estimation of Eq. (16). There is one important technical imps.ovement here over Ref. 3, the use of $\|_{1}$ estimates for $Q_{\alpha}$. The estimate procedure in Ref. 3 is adequate to obtain semiboundedness for $Y_{2}$ or $G Y_{2}$ in a finite volume, but yields an incorrect volume dependence. The present procedure behaves correctly under localization and therefore is the correct one to use for obtaining the volume dependence and attempting $Y_{3}$.

The statement that the estimates behaves correctly under localization is easiest to explain in the case when all the $K_{i}$ contain only the fermion kinetic energies (a heuristic example). Then in estimates (15) and (16) the terms involving only contractions between operators lying in the same space-time squares contribute to the sum $\sum_{\alpha}\left|T_{\alpha}\right|$ an expression of the form

$$
\begin{equation*}
\sum_{\text {nonoverlap }}\left|T_{\alpha}\right| \leqslant\langle 0| \Pi_{\Delta} D_{\Delta}(\phi)|0\rangle, \tag{17}
\end{equation*}
$$

where $D_{\Delta}(\phi)$ are corresponding estimates for the squares $\Delta$. When the $K_{i}$ contain other than just energies the localization property imposes conditions on the form of estimate (13) - the right side must be a sum of adequate estimates for the individual squares cut at $t=s$. Localization methods as used in Ref. 2 are valuable to achieve this.

## VI. DISCUSSION

We say a few words about the treatment of $Y_{2}$ and $G Y_{2}$. In these models in each unit space time block the Duhamel expansion may be performed just once-no induction is necessary. The interaction terms are included in the $K_{i}$ with an upper momentum cutoff on the fermions increasing with $i$. (Alternate developments are possible.) The pull throughs are used to exhibit the renormalization cancellation. Additional pull throughs are required also; those for $G Y_{2}$ are slightly different from those in Ref. 3 since $\|_{1}$ estimates are used. In particular each vertex (basic interaction term not in the exponent) must be connected to at least one other vertex by a fermion line, however the number of contractions is to be limited. In any expansion in which no fermion operators other than the kinetic energy appear in the
exponents, the whole procedure could have been performed using Osterwalder-Schrader fields. ${ }^{4}$

It is interesting to consider what special properties of fermions are used in the above program. One could have derived the same formulas for a boson $\psi$ field, except Eq. (14). The fermion nature has been used so far in three ways (two of these ways only implicit in this paper):
(1) To derive Eq. (14) one has used that $|\psi(f)| \leqslant|f|_{2}$.
(2) To derive in Eq. (13) a useful estimate for the $Y_{2}$ or $G Y_{2}$ scattering terms the free $N_{0}^{-1 / 2}$ factor in $N_{\tau}$ estimates with fermions is useful.
(3) To derive in Eq. (13) a useful estimate for the $Y_{2}$ or $G Y_{2}$ creation and annihilation terms, employing as in Ref. 1 a partial dressing for the fermions (see Ref. 3 ), the sign of a term arising from the anticommutativity is crucial. This sign is available in other models and other dressings.

Possibly to treat Eq. (13) for $Y_{3}$ more properties will be discovered, though this may not be necessary. In any case the exchange of boson commutativity for these three properties, a three for one deal, may not be a bad trade.

We feel that the approach of this paper provides sufficiently powerful machinery to consider an attack on the
$Y_{3}$ problem and that it may be as close as one can come to realizing for fermions a Euclidean formulation for performing estimates.

## ACKNOWLEDGMENTS

One of the authors (P.F.) would like to thank Professor J. Glimm for a helpful discussion and is grateful to Dr. Carl Kaysen for the hospitality at the Institute for Advanced Study.

[^3]
# A pair of coupled quantum anharmonic oscillators* 
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The energy levels of a pair of coupled anharmonic oscillators are studied. The technique employed is to find two approximately canonical coordinate momentum pairs. Particular emphasis is placed on the qualitative dependence of the coordinate and momentum operators on the quantum numbers.

## I. INTRODUCTION

Quantum mechanics deals with operators rather than numbers as classical mechanics does. In this sense it its a technically more difficult subject. Perhaps though in a deeper sense it is much harder because it is harder to have a good intuitive feeling about what an interaction means in quantum mechanics.

Newtonian mechanics is already somewhat removed from common sense. For thousands of years it seemed obvious that the exertion of effort produced velocity or displacement rather than acceleration. The quantum statement that when I exert effort I produce some collection of matrix elements is an abstraction that I really cannot make. Thus my intuitions in quantum mechanics are wholly objective. They never follow from direct personal involvement. I have tried with some success to train myself to think about matrix elements, but the only success I have is in treating them as abstract quantities. quantities.

I shall be primarily concerned with finding energy levels. A solution to this problem consists in diagonalizing the Hamiltonian. Less formally, the Hamiltonian is a function usually a polynomial of various coordinate and momentum operators. Somehow the matrix elements of these operators enter the off-diagonal elements of the Hamiltonian with different signs in such a way as to cancel each other out.

There are two sets of equations to be solved in a quantum mechanics problem. The commutator equations necessary to insure the operators $x$ and $p$ are a canonical pair and the equations necessary to make the offdiagonal Hamiltonian matrix elements vanish. The first equations to solve are the diagonal commutator equation and the equations that insure the vanishing of the Hamiltonian matrix elements adjacent to the principal diagonal.

I have found that in one-dimensional oscillator equations this type of solution can generate a step-by-step procedure that yields an accurate solution and offers a good insight into the dependences of the matrix elements on the parameters of the problem. ${ }^{1}$ In the present work we explore the lowest order solution of this type for a coupled problem.

The most primitive understanding of a quantum problem is to see just which operators enter a particular Hamiltonian matrix elements with what signs to permit this cancellation without any regard for the magnitudes of the operators. At a more quantitative level one may attempt to determine the dominant behavior of the various coordinate and momentum operator matrix elements. A definitive solution to a problem results from a specification of how the more delicate dependences of
the coordinate and momentum operators are to be systematically determined and finally what they are.

Here I have divided the quantum problem into two parts. The first discussed above is to operate with a mathematical intuition to determine the proper form for the coordinate and momentum operators. The second part, which I do not discuss here, would be to relate the calculated matrix elements to physically observable properties. The problems that I would like to solvefield theory-is sufficiently complicated so that I can only consider simple models at the present time and the physical interpretation of my current results is not of great interest to me.

I have tried to adopt this point of view and to instruct my intuition accordingly. I think the effort can be of some help in gaining a qualitative feeling for what happens in quantum mechanical problems. I would like to emphasize one feature of the quantum problem which seems of central importance to me. Most wavefunctions extend over all of configuration space. Thus a wavefunction responds to all of a potential not to its values in some region. A specific number may be related to values of the potential in a region of configuration space, but the qualitative character of a wavefunction and the solution to a quantum problem depends on an entire potential. It enforces a uniformity condition in the mathematician's sense of uniformity on arguments about quantum mechanics. Specifically a perturbation must be uniformly small or it is not small.

I would like to consider this notion in relation to perturbed harmonic oscillators from the problems of a single oscillator to the problems of interacting scalar fields. A typical theory of this type has a potential with an harmonic part together with so-called perturbing terms. The perturbing terms involve powers of the field or coordinate operators higher than the second. The first claim is that the anharmonic terms are not uniformly small. In fact, over most of configuration space the anharmonic part of the potential is larger than the harmonic part. Thus such theories are never weak coupling theories. Attempts to estimate the numerical values of some quantities, e.g., the ground state energy of an anharmonic oscillator, may be carried through successfully with a weak coupling technique, but no genuine insight into the character of the solution can be obtained this way.

A much more severe problem can occur in a problem with many degrees of freedom or a field theory with an infinite number of degrees of freedom. In these cases the theory becomes effectively a strong coupling theory no matter what number multiplies the potential. This follows because not only are most of the off-diagonal matrix element of the Hamiltonian larger than the diag -
onal ones but because they are also much more numerous than the diagonal ones. Thus any field theory of this type is automatically a strong coupling theory. The harmonic term is really the perturbation.

To gain a real understanding of such a theory, the anharmonic terms should be treated first. In the following exercise I consider the oscillator with Hamiltonian $H$

$$
H=\frac{1}{2}\left(P_{1}^{2}+P_{2}^{2}+x_{1}^{2}+x_{2}^{2}\right)+A x_{1}^{4}+B x_{1}^{2} x_{2}^{2}+C x_{2}^{4} .
$$

The choice is the simplest one in which the two anharmonic oscillators interact. With just $A$ or $C$ different from zero the oscillator would decouple. The technique I shall employ is to assume that the various coordinate and momentum operators only have matrix elements that connect states in which one quantum number is changed by unity. This is certainly not a correct representation of the situation. The only justification for this procedure is that for a single uncoupled anharmonic oscillator it is apparently a good first approximation. ${ }^{2}$

In the next sections some elementary algebra of quartic polynomials is studied. In Sec. III the assumptions are used to formally determine energy levels and matrix elements. The real concern in the solution is to try and view the quantum problem as an infinite set of algebraic equations and to throw away most of them. In the ensuing set one tries to see how cancellations can be made to occur in off-diagonal positions of the Hamiltonian.

## II. POSITIVE DEFINITENESS OF THE POTENTIAL

The fourth degree potential $V$ is given by the homogeneous polynomial

$$
V\left(x_{1}, x_{2}\right)=A x_{1}^{4}+4 B x_{1}^{3} x_{2}+6 C x_{1}^{2} x_{2}^{2}+4 D x_{1} x_{2}^{3}+E x_{2}^{4}
$$

In this section the condition that $V$ be positive for all $x_{1}$ and $x_{2}$ are considered. It is clear that $A$ and $E$ must both be positive. If there is any value of ( $x_{1}, x_{2}$ ) for which $V$ is negative, then it is also negative and has an arbitrarily large negative value by considering the sequence of points ( $\lambda x_{1}, \lambda x_{2}$ ).

Let the ratio of $\left(x_{1} / x_{2}\right)$ be $\xi$. The polynomial

$$
P=\xi^{4}+(4 B / A) \xi^{3}+(6 C / A) \xi^{2}+(4 D / A) \xi+E / A
$$

must be positive for all real values of $\xi$. If $\alpha, \beta, \gamma, \delta$ are the roots of $P$, then the relations

$$
\begin{aligned}
& \alpha+\beta+\gamma+\delta=-(4 B / A) \\
& \alpha \beta+\alpha \gamma+\alpha \delta+\beta \gamma+\beta \delta+\gamma \delta=6 C / A, \\
& \alpha \beta \gamma+\alpha \beta \delta+\alpha \gamma \delta+\beta \gamma \delta=-4 D / A, \\
& \alpha \beta \gamma \delta=E / A
\end{aligned}
$$

hold. The quantities

$$
\begin{aligned}
& q=(B / A)^{2}-(C / A), \\
& c=D / A)-3\left(B C / A^{2}\right)+2(B / A)^{3}, \\
& b=(E / A)-4\left(B D / A^{2}\right)+3(C / A)^{2}
\end{aligned}
$$

are functions of the differences of the roots; they are invariant under the translation $\xi \rightarrow \xi+\Delta$. They are called $q, c$, and $b$ because $q$ is quadratic, $c$ cubic, and
biquadratic in the roots. Explicitly they are given by

$$
\begin{aligned}
q= & \frac{1}{16}\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right)-\frac{1}{24}(\alpha \beta+\alpha \gamma+\alpha \delta \\
+ & \beta \gamma+\beta \delta+\gamma \delta) \\
= & \frac{1}{48}\left[(\alpha+\beta-\gamma-\delta)^{2}+(\alpha-\beta+\gamma-\delta)^{2}\right. \\
+ & \left.(\alpha-\beta-\gamma+\delta)^{2}\right], \\
c= & \frac{1}{32}\left(-\alpha^{3}-\beta^{3}-\gamma^{3}-\delta^{3}+\alpha^{2} \beta+\alpha^{2} \gamma+\alpha^{2} \delta+\alpha \beta^{2}+\beta^{2} \gamma\right. \\
& +\beta^{2} \delta+\alpha \gamma^{2}+\beta \gamma^{2}+\gamma^{2} \delta+\alpha \delta^{2}+\beta \delta^{2}+\gamma \delta^{2} \\
& -2 \alpha \beta \gamma-2 \alpha \beta \delta-2 \alpha \gamma \delta-2 \beta \gamma \delta) \\
= & -\frac{1}{32}(\alpha+\beta-\gamma-\delta)(\alpha-\beta+\gamma-\delta)(\alpha-\beta-\gamma+\delta), \\
b= & \frac{1}{12}\left(\alpha^{2} \beta^{2}+\alpha^{2} \gamma^{2}+\alpha^{2} \delta^{2}+\beta^{2} \gamma^{2}+\beta^{2} \delta^{2}+\gamma^{2} \delta^{2}-\alpha^{2} \beta \gamma-\alpha^{2} \beta \delta\right. \\
& -\alpha^{2} \gamma \delta-\alpha \beta^{2} \gamma-\alpha \beta^{2} \delta-\beta^{2} \gamma \delta-\alpha \beta \gamma^{2}-\alpha \gamma^{2} \delta-\beta \gamma^{2} \delta-\alpha \beta \delta^{2} \\
& \left.-\alpha \gamma \delta^{2}-\beta \gamma \delta^{2}+6 \alpha \beta \gamma \delta\right) \\
= & \frac{1}{24}\left[(\alpha-\beta)^{2}(\gamma-\delta)^{2}+(\alpha-\gamma)^{2}(\beta-\delta)^{2}+(\alpha-\delta)^{2}(\beta-\gamma)^{2}\right] .
\end{aligned}
$$

If the polynomial $P$ has a double root, the discriminant of $P$ given by

$$
d=(\alpha-\beta)^{2}(\alpha-\gamma)^{2}(\alpha-\delta)^{2}(\beta-\gamma)^{2}(\beta-\delta)^{2}(\gamma-\delta)^{2}
$$

must vanish. The discriminant $d$ can be expressed in terms of the coefficients of $P$ or more compactly in terms of the invariants $q, c$, and $b$ :

$$
d=(24 b)^{3} / 54-\frac{1}{27}\left[27(4 c)^{2}-(12 q)^{3}+\frac{3}{2}(12 q)(24 b)\right]^{2}
$$

There are three possible configurations for the roots of $P$ :
(1) all real roots,
(2) two real roots and a complex conjugate pair,
(3) two complex conjugate pairs.

In order that $P$ always be positive, it is necessary that all the roots be complex. The transition between the three cases occurs when $d=0$. This is because a complex conjugate pair becomes a real double root at the transition between the three cases. A simple calculation shows that
(1) $d(a, b, c, d)>0 \quad$ if $a, b, c, d$ are real,
(2) $d(a, b, c+i d, c-i d)<0$,
(3) $d(a+i b, a-i b, c+i d, c-i d)>0$.

Thus in order that $P$ be everywhere positive it is necessary but not sufficient that $d>0$. Cases (1) and (3) can be separated by considering the expression

$$
\sqrt{12 b}-12 q,
$$

In case (1) where the roots $\alpha, \beta, \gamma$ and $\delta$ are real, $b$ can be written as

$$
\begin{aligned}
0 \leqslant & 12 b \\
= & \frac{1}{2}\left[(\alpha-\beta)^{2}(\gamma-\delta)^{2}+(\alpha-\gamma)^{2}(\beta-\delta)^{2}+(\alpha-\delta)^{2}(\beta-\gamma)^{2}\right] \\
= & \frac{1}{32}\left[((\alpha-\beta+\gamma-\delta)+(\alpha-\beta-\gamma+\delta)]^{2}[(\alpha-\beta+\gamma-\delta)\right. \\
& -(\alpha-\beta-\gamma+\delta)]^{2} \\
& +[(\alpha+\beta-\gamma-\delta)+(\alpha-\beta-\gamma+\delta)]^{2}[(\alpha+\beta-\gamma-\delta) \\
& -(\alpha-\beta-\gamma+\delta)]^{2} \\
& +[(\alpha+\beta-\gamma-\delta)+(\alpha-\beta+\gamma-\delta)]^{2} \\
& \left.\times[(\alpha+\beta-\gamma-\delta)-(\alpha-\beta+\gamma-\delta)]^{2}\right\}, \\
= & \frac{1}{32}\left\{\left[(\alpha-\beta+\gamma-\delta)^{2}-(\alpha-\beta-\gamma+\delta)^{2}\right]^{2}+[\alpha+\beta-\gamma-\delta)^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.-(\alpha-\beta-\gamma+\delta)^{2}\right]^{2}+\left[(\alpha+\beta-\gamma-\delta)^{2}-(\alpha-\beta+\gamma-\delta)^{2}\right]^{2}\right\} \\
= & \frac{1}{16}\left[(\alpha+\beta-\gamma-\delta)^{4}+(\alpha-\beta+\gamma-\delta)^{4}+(\alpha-\beta-\gamma+\delta)^{4}\right. \\
& -(\alpha+\beta-\gamma-\delta)^{2}(\alpha-\beta+\gamma-\delta)^{2} \\
& -(\alpha-\beta+\gamma-\delta)^{2}(\alpha-\beta-\gamma+\delta)^{2} \\
& \left.-(\alpha-\beta-\gamma+\delta)^{2}(\alpha+\beta-\gamma-\delta)^{2}\right] \\
= & \frac{1}{16}\left[(\alpha+\beta-\gamma-\delta)^{2}+(\alpha-\beta+\gamma-\delta)^{2}+(\alpha-\beta-\gamma+\delta)^{2}\right]^{2} \\
& -\frac{3}{16}\left[(\alpha+\beta-\gamma-\delta)^{2}(\alpha-\beta+\gamma-\delta)^{2}+(\alpha-\beta+\gamma-\delta)^{2}\right. \\
& \left.(\alpha-\beta-\gamma+\delta)^{2}+(\alpha-\beta-\gamma+\delta)^{2}(\alpha+\beta-\gamma-\delta)^{2}\right] \\
= & (12 q)^{2}-\frac{3}{16}\left[(\alpha+\beta-\gamma-\delta)^{2}\right. \\
& \times(\alpha-\beta+\gamma-\delta)^{2}+(\alpha-\beta+\gamma-\delta)^{2}(\alpha-\beta-\gamma+\delta)^{2} \\
& \left.+(\alpha-\beta-\gamma+\delta)^{2}(\alpha+\beta-\gamma-\delta)^{2}\right] .
\end{aligned}
$$

It follows that

$$
(12 q)^{2} \geqslant 12 b \geqslant 0
$$

so that

$$
0 \geqslant \sqrt{12 b}-12 q .
$$

On the other hand, for two pairs of complex conjugate roots $\alpha+i \beta, \alpha-i \beta, \gamma+i \delta, \gamma-i \delta, 12 b$ is given by

$$
12 b=\left[(\alpha-\gamma)^{2}+\left(\beta^{2}+\delta^{2}\right)\right]^{2}+12 \beta^{2} \delta^{2}
$$

and $12 q$ is given by

$$
12 q=(\alpha-\gamma)^{2}-2\left(\beta^{2}+\delta^{2}\right) .
$$

The term $12 b$ can be rewritten

$$
12 b=\left[12 q+3\left(\beta^{2}+\delta^{2}\right)\right]^{2}+12 \beta^{2} \delta^{2}
$$

so that if $12 q \geqslant 0, \sqrt{12 b} \geqslant 12 q$. If, on the other hand, $12 q \leqslant 0$, then $\sqrt{12 b} \geqslant 0 \geqslant 12 q$; hence the inequality

$$
\sqrt{12 b}-12 q \geqslant 0
$$

is always valid and the sign of $\sqrt{12 b}-12 q$ distinguishes between cases (1) and (3). The necessary and sufficient conditions for a stable potential are

$$
d>0, \quad \sqrt{12 b}-12 q>0
$$

## III. APPROXIMATE SOLUTION

The oscillator under consideration has the Hamiltonian $H$ given by

$$
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+x_{1}^{2}+x_{2}^{2}\right)+A x_{1}^{4}+2 B x_{1}^{2} x_{2}^{2}+C x_{2}^{4} .
$$

The invariants $q, c$, and $b$ of Sec. II for this quartic polynomial are

$$
q=-\frac{1}{3}(B / A), \quad c=0, \quad b=C / A+\frac{1}{3}(B / A)^{2} .
$$

The discriminant $d$ is given by

$$
d=256(C / A)\left[(C / A)-(B / A)^{2}\right]^{2} \geqslant 0
$$

and is indicated is nonnegative. The other quantity needed to test the potential, $\sqrt{12 b}-12 q$ is given by

$$
\sqrt{12 b}-12 q=\sqrt{12(C / A)+4(B / A)^{2}}+4(B / A)
$$

This quantity has its only root at

$$
\sqrt{C / A}+B / A=0
$$

so the requirements for a positive potential are $C>0$,
$A>0$, and

$$
B / A>-\sqrt{C / A}
$$

In this simple case this requirement could have been derived much more directly

The assumed form for the oscillator operators is

$$
\begin{aligned}
& \left(p_{1}\right)_{n^{\prime} m^{\prime}, n m}=i a_{n m} \delta_{n^{\prime}-1, n} \delta_{m^{\prime} m}-i a_{n-1 m} \delta_{n^{\prime+1, n}, n^{\prime} m}, \\
& \left(p_{2}\right)_{n^{\prime} m^{\prime} n m}=i c_{n m} \delta_{n n^{\prime}} \delta_{m^{\prime}-1 m}-i c_{n m-1} \delta_{n_{n}^{\prime} n} \delta_{m^{\prime}+1 m} \text {, } \\
& \left(x_{1}\right)_{n^{\prime} m^{\prime} n m}=b_{n m} \delta_{n^{\prime}-1 n^{n}} \delta_{m^{\prime} m}+b_{n-1} m_{n^{\prime}+1} \delta^{\delta_{m} m} \text {, } \\
& \left(x_{2}\right)_{n^{\prime} m^{\prime} n m}=d_{n m} \delta_{n^{\prime} \delta^{\prime}} \delta_{m^{\prime}-1 m}+d_{n m-1} \delta_{n^{\prime} n} \delta_{m^{\prime}+1 m} .
\end{aligned}
$$

The six commutators of these operators are calculated and listed in the Appendix.

For our purposes we consider only the diagonal elements of $\left[p_{1}, x_{2}\right]$ and $\left[p_{2}, x_{2}\right]$. These are

$$
\begin{aligned}
& {\left[p_{1}, x_{1}\right]_{n m n m}=2 i\left(a_{n-1 m} b_{n-1 m}-a_{n m} b_{n m}\right),} \\
& {\left[p_{2}, x_{2}\right]_{n m, n m}=2 i\left(c_{n m-1} d_{n m-1}-c_{n m} d_{n m}\right) .}
\end{aligned}
$$

In addition to these diagonal matrix elements the commutators have 20 off-diagonal matrix elements that are not explicitly equal to zero. There are 10 conjugate pairs. These matrix elements may not be set equal to zero in the approximation I am considering. The quantities $a, b, c$, and $d$ would be overdetermined. The quality of the approximation depends in part on the size of these nonvanishing off-diagonal matrix elements of the commutator compared to unity the value of the commutator diagonal matrix elements.

The diagonal equation can easily be summed to give:

$$
a_{n m} b_{n m}=\frac{1}{2} n, \quad c_{n m} d_{n m}=\frac{1}{2} m .
$$

The failure of $x_{1}$ and $x_{2}$ to commute makes the Hamiltonian non-Hermitian. This can be remedied by choosing $3 B\left(x_{1}^{2} x_{2}^{2}+x_{2}^{2} x_{1}^{2}\right)$ or more practically by ignoring the difficulty because the numerical results of the nonhermiticity of lower order than I will consider here.

The Hamiltonian may be expressed in terms of the function $a_{n m}, b_{n m}, c_{n m}$, and $d_{n m}$. This result is recorded in the Appendix. Within the limits of the approximation I am considering, it is adequate to neglect differences between the values of function $a_{n m}$ whose indices $n$ and $m$ differ by less than 4. The same assumption will be made for the function $b_{n m}, c_{n m}$, and $d_{n m}$. This assumption leads to a greatly simplified Hamiltonian:
$H_{n^{\prime} m^{\prime} n n}$

$$
\begin{aligned}
& =A b_{n m}^{4}\left(\delta_{n n+4}+\delta_{n^{\prime} n-4}\right) \delta_{m^{\prime} m}+C d_{n m}^{4} \delta_{n^{\prime} m}\left(\delta_{m^{\prime} m+4}+\delta_{m^{\prime} m-4}\right) \\
& +2 B b_{n m}^{2} d_{n m}^{2}\left(\delta_{n^{\prime} n+2} \delta_{m^{\prime} m+2}+\delta_{n^{\prime} n+2} \delta_{m^{\prime} m-2}\right. \\
& \left.+\delta_{n^{\prime}-2} \delta_{m^{\prime} m^{\prime}+2}+\delta_{n^{\prime} n-2} \delta_{m^{\prime} m-2}\right) \\
& +\left(-\frac{1}{2} a_{n m}^{2}+\frac{1}{2} b_{n m}^{2}+4 A b_{n m}^{4}+4 B b_{n m}^{2} d_{n m}^{2}\right) \\
& \times\left(\delta_{n_{n}^{\prime}+2}+\delta_{n^{\prime} n-2}\right) \delta_{m^{\prime} m}+\left(-\frac{1}{2} c_{n m}^{2}+d_{n m}^{2}+4 C d_{n m}^{4}+4 B b_{n m}^{2} d_{n m}^{2}\right) \\
& \times \delta_{n_{n}^{\prime}}\left(\delta_{m^{\prime} m+2}+\delta_{m^{\prime} m-2}\right) \\
& +\left(a_{n m}^{2}+b_{n m}^{2}+c_{n m}^{2}+d_{n m}^{2}+6 A b_{n m}^{4}\right. \\
& \left.+8 B b_{n m}^{2} d_{n m}^{2}+6 C d_{n m}^{4}\right) \delta_{m^{\prime} m} \delta_{n^{\prime} n} .
\end{aligned}
$$

In this Hamiltonian the term proportional to $\delta_{m^{\prime} m} \delta_{n_{n \pm 4}^{\prime}} \delta_{n^{\prime} n}$, and $\delta_{m^{\prime} m \pm 2} \delta_{n_{n}+2}$ may not be set equated to
zero consistently with the requirements that $A, B$, and $C$ are not zero and the implications of the diagonal commutator equations. The terms proportional to $\delta_{n^{\prime} n_{2} \delta^{\prime} \delta_{m^{\prime} m}}$ and $\delta_{m^{\prime} m \pm 2} \delta_{n^{\prime} n}$ may, however, be equated to zero in this approximation. If this is done, the pair of equations

$$
\begin{aligned}
& -\frac{1}{2} a^{2}+\frac{1}{2} b^{2}+4 A b^{4}+4 B b^{2} d^{2}=0, \\
& -\frac{1}{2} c^{2}+\frac{1}{2} d^{2}+4 C d^{4}+4 B b^{2} d^{2}=0
\end{aligned}
$$

results. The diagonal commutator matrix elements can be used to eliminate $a$ and $c$ and give the equations

$$
\begin{aligned}
& 32 A b^{6}+32 B b^{4} d^{2}-n^{2}+4 b^{4}=0 \\
& 32 C d^{6}+32 B b^{2} d^{4}-m^{2}+4 d^{4}=0
\end{aligned}
$$

The situation is simplified if the harmonic terms $4 b^{4}$ and $4 d^{6}$ are dropped. If the variables $\beta=n^{-1 / 3}(32 A)^{1 / 6} b$ and $\delta=m^{-1 / 3}(32 C)^{1 / 6} d$ are introduced the equations become

$$
\begin{align*}
& \beta^{6}+\sigma \beta^{4} \delta^{2}-1=0,  \tag{1}\\
& \delta^{6}+\tau \beta^{2} \delta^{4}-1=0,
\end{align*}
$$

where $\sigma=B A^{-2 / 3} C^{-1 / 3}(m / n)^{2 / 3}$ and $\tau=B A^{-1 / 3} C^{-2 / 3}(n / m)^{2 / 3}$. The relation $\sigma \tau=B^{2} / A C$ is obvious.

It is not possible to give an exact and simple solution to this pair of equations. In order to bring out the qualitative features of the energy levels and the coordinate and momentum operator matrix elements, I will use an approximate solution to these equations. Since the exact $\beta$ and $\delta$ would themselves give only an approximate solution to the eigenvalue problem, there are two levels of approximation. In the following paragraphs I deal with $\beta_{0}$ and $\delta_{0}$, an approximate solution to the equations for $\beta$ and $\delta$. I can check numerically and determine how good or bad an approximation $\beta_{0}$ and $\delta_{0}$ are to $\beta$ and $\delta$, and these figures are reported below.

An approximate solution $\beta_{0}, \delta_{0}$ to these equations is given by

$$
\beta_{0}=\frac{1+\sigma^{1 / 12}+\tau^{1 / 6}}{1+\tau^{176}+\sigma^{1 / 3}}, \quad \delta_{0}=\frac{1+\tau^{1 / 12}+\sigma^{1 / 6}}{1+\sigma^{1 / 6}+\sigma^{1 / 3}} .
$$

The approximation $\beta_{0} \delta_{0}$ is valid asymptotically in the regions $\sigma$ and $\tau$ separately large or small to lowest nonvanishing order. The equations for $\beta$ and $\delta$ may be solved by Newton's method if $\beta_{0} \delta_{0}$ is the first trial solution. The results are too complicated to carry out algebraically. Numerically work indicates that the maximum error $\left(\beta-\beta_{0}\right) / \beta_{0}$ or $\left(\delta-\delta_{0}\right) / \delta_{0}$ is about $35 \%$ where $\beta$ and $\delta$ are the exact solutions of Eq. (1).

The energy levels can be given in terms of $\beta$ and $\delta$ by

$$
\begin{aligned}
E_{n m}= & 2^{-1 / 3}\left\{\left(A n^{4}\right)^{1 / 3}\left[\left(\beta^{6}+4\right) / 4 \beta^{2}\right]\right. \\
& \left.+\left(C m^{4}\right)^{1 / 3}\left[\left(\delta^{6}+4\right) / 4 \delta^{2}\right]\right\} .
\end{aligned}
$$

The equations satisfied by $\beta$ and $\delta$ are used to reduce the
energy to this form. If $\beta_{n}$ and $\delta_{0}$ are substituted for $\beta$ and $\delta$, the energy is accurate to better than a factor of 2.

The quantities $\sigma$ and $\tau$ are dimensionless since $A, B$, and $C$ have the same dimensions. Only the ratio of ( $\mathrm{m} / \mathrm{n}$ ) occurs in $\sigma$ and $\tau$. The energy depends on the quantities $\left(\mathrm{An}^{4}\right)^{1 / 3}$ and $\left(\mathrm{Cm}^{4}\right)^{1 / 3}$ multiplied by dimensionless functions; functions of $\sigma$ and $\tau$. I believe this is a feature of an exact solution to the eigenvalue problem.

The expression for $E$ given above is only valid to lowest order in each of the four regions,

$$
\begin{aligned}
& \text { I: } \sigma \text { and } \tau \text { small, } \\
& \text { II: } \sigma \text { small } \tau \text { large, } \\
& \text { III: } \sigma \text { large } \tau \text { small, } \\
& \text { IV: } \sigma \text { and } \tau \text { large. }
\end{aligned}
$$

By using Newton's method more accurate approximations of $\beta$ and $\delta$ can be achieved in each of these asymptotic regions and the energy can be calculated to greater accuracy. This gives the following results for the energy:

$$
\begin{aligned}
\text { I: } \begin{aligned}
E_{n m} & =1.25\left[\left(\frac{1}{2} A n^{4}\right)^{1 / 3}+\left(\frac{1}{2} C m^{4}\right)^{1 / 3}\right] \\
& +\frac{1}{3}(2 A C)^{-1 / 3} B\left(n^{2} m^{2}\right)^{1 / 3}, \\
\text { II: } E_{n m} & =1.25\left(\frac{1}{2} A n^{4}\right)^{1 / 3}+\frac{7}{6}\left[\left(B^{3} / A\right)^{1 / 2} n m^{3}\right]^{1 / 3}, \\
\text { III: } E_{n m} & =1.25\left(\frac{1}{2} C m^{4}\right)^{1 / 3}+\frac{7}{6}\left[\left(B^{3} / C\right)^{1 / 2} n^{3} m\right]^{1 / 3}, \\
\text { IV: } E_{n m} & =2\left(\frac{1}{2} B m^{2} n^{2}\right)^{1 / 3} .
\end{aligned}
\end{aligned}
$$

An examination of the off-diagonal portions of the commutator and the Hamiltonian indicates they are small compared to the diagonal portions so that the approximation furnished by the exact solution of (1) is a reasonable one.

## IV. CONCLUSIONS

It is possible either by exactly solving the cubic equations (1) for $\beta$ and $\delta$ or approximately by using the approximate solutions $\beta_{0}$ and $\delta_{0}$ to give momentum and position operators that simultaneously satisfy the diagonal commutator equations and the first off-diagonal Hamiltonian equation. This is the first step in a step-by-step procedure to solve the two-coupled oscillator problem.

In higher orders of the approximation additional terms more remote from the diagonal would be added to $x$ and $p$, and further commutator and Hamiltonian equations would be solved. I do not yet know the order in which this is to be done. My experience with the single oscillalator suggests that the dependence on $m+m^{\prime}$ and $n+n^{\prime}$ should be the same for the additional terms, but they should rapidly decrease with $\left|m^{\prime}-m\right|$ and $\left|n^{\prime}-n^{\prime}\right|$ leading to the convergence of the approximation.

## APPENDIX

The operators $p_{1}, p_{2}, x_{1}$, and $x_{2}$ are given in $\amalg$. The calculated values of the six commutators of these operators are listed below:
$\left[p_{1} x_{1}\right]_{n^{\prime} m m m}=i \delta_{m^{\prime} m}\left[\left(a_{n+1 m} b_{n m}-a_{n m} b_{n+1 m}\right) \delta_{n^{\prime}-2 n}+2\left(a_{n-1 m^{\prime}} b_{n-1 m}-a_{n m} b_{n m}\right) \delta_{n^{\prime} n}+\left(a_{n-1 m} b_{n-2 m}-a_{n-2 m} b_{n-1 m}\right) \delta_{n^{\prime}+2 m}\right]$,

$$
\begin{aligned}
& {\left[p_{2}, x_{2}\right]_{n^{\prime} m^{\prime} n m}=i \delta_{n \xi}\left[\left(c_{n m+1} d_{n m}-c_{n m} d_{n m+1}\right) \delta_{m^{\prime}-2 m}+2\left(c_{n m-1} d_{n m-1} d_{n m-1}-c_{n m} d_{n m}\right) \delta_{m^{\prime} m}+\left(c_{n m-1} d_{n m-2}-c_{n m-2} d_{n m-1}\right) \delta_{m^{\prime}+2 m}\right],} \\
& {\left[p_{1}, p_{2}\right]_{n^{\prime} m^{\prime} n m}=\left(a_{n m} c_{n+1 m}-a_{n m^{+1}} c_{n m}\right) \delta_{m^{\prime} m+1} \delta_{n^{\prime} n+1}+\left(a_{n m-1} c_{n m-1}-a_{n m} c_{n+1 m-1}\right)} \\
& \times \delta_{m^{\prime} m-1} \delta_{n^{\prime}-1 n}+\left(a_{n-1 m+1} c_{n m}-a_{n-1 m} c_{n-1 m}\right) \delta_{m^{\prime} m+1} \delta_{n^{\prime}+1 n}+\left(a_{n-1 m} c_{n-1 m-1}-a_{n-1 m-1} c_{n-1}\right) \delta_{m^{\prime} m-1} \delta_{n^{h}-1}, \\
& {\left[p_{1}, x_{2}\right]_{n^{\prime} m^{\prime} n m}=i\left(a_{n m+1} d_{n m}-a_{n m} d_{n+1 m}\right) \delta_{m^{\prime} m^{+1}} \delta_{n+11}+i\left(a_{n m-1} d_{n m-1}-a_{n m} d_{n+1 m-1}\right)} \\
& \times \delta_{m^{\prime} m-1} \delta_{n=+1}+i\left(a_{n-1 m} d_{n-1 m}-a_{n-1 m+1} d_{n m}\right) \delta_{m^{\prime} m+1} \delta_{n^{\prime} n-1}+i\left(a_{n-1 m} d_{n-1 m-1}-a_{n-1 m-1} d_{n m-1}\right) \delta_{m^{\prime} m-1} \delta_{n_{n-1}^{\prime}}, \\
& {\left[p_{2}, x_{1}\right]_{n^{\prime} m^{\prime} n m}=i\left(b_{n m} c_{n+1 m}-b_{n m^{+1}} c_{n m}\right) \delta_{m^{\prime} m^{+1}} \delta_{n^{\prime}+1}+i\left(b_{n m-1} c_{n m-1}-b_{n m} c_{n+1 m-1}\right)} \\
& \times \delta_{m^{\prime} m-1} \delta_{n \neq 1}+i\left(b_{n-1 m} c_{n-1 m}-b_{n-1 m+1} c_{n m}\right) \delta_{m^{\prime} m+1} \delta_{n-1}+i\left(b_{n-1 m-1} c_{n-1}-b_{n-1 m} c_{n-1 m-1}\right) \delta_{m^{\prime} m-1} \delta_{n^{\prime} n-1}, \\
& {\left[x_{1}, x_{2}\right]_{n^{\prime} m m m}=\left(b_{n m+1} d_{n m}-b_{n m} d_{n+1 m}\right) \delta_{m^{\prime} m+1} \delta_{n^{\prime} n+1}+\left(b_{n m-1} d_{n m-1}-b_{n m} d_{n+1 m-1}\right)} \\
& \times \delta_{m^{\prime} m-1} \delta_{n+n+1}+\left(b_{n-1} m^{+1} d_{n m}-b_{n-1 m} d_{n-1 m}\right) \delta_{m^{\prime} m+1} \delta_{n^{\prime} n-1}+\left(b_{n-1 m-1} d_{n m-1}-b_{n-1 m} d_{n-1 m-1}\right) \delta_{m^{\prime} m-1} \delta_{n^{\prime} n-1}, \\
& H_{n^{\prime} m n m}=A\left(b_{n+3} b_{n+2 m} b_{n+1 m} b_{n m} \delta_{n+4} \delta_{m^{\prime} m}+b_{n-4 m} b_{n-3 m} b_{n-2 m} b_{n-1 m} \delta_{n^{\prime}+4 n^{\prime} \delta_{m}{ }^{\prime} m}\right) \\
& +C\left(d_{n+3} d_{n+2} d_{n m+1} d_{n m} \delta_{n \hbar} \delta_{m^{\prime} m+4}+d_{n-4} d_{n m-3} d_{n m-2} d_{n=1} \delta_{n h} \delta_{m^{\prime} m-4}\right) \\
& +2 B\left(b_{n+1 m+2} b_{n m+2} d_{n+1} d_{n m} \delta_{n+2} \delta_{m^{\prime} m+2}+b_{n+1 m-2} b_{n m-2} d_{n-2} d_{n m-1} \delta_{n^{\prime} n+2} \delta_{m^{\prime} m-2}\right. \\
& \left.+b_{n-2 m+2} b_{n-1 m+2} d_{n+1} d_{n m} \delta_{n_{n-2}} \delta_{m^{\prime} m+2}+b_{n-2 m-2} b_{n-1 m-2} d_{n m-2} d_{n m-1} \delta_{m^{\prime} m-2} \delta_{n^{\prime} n-2}\right)+\left[-\frac{1}{2} a_{n+1 m^{\prime}} a_{n m}+\frac{1}{2} b_{n+1 m} b_{n m}\right. \\
& \left.+A\left(b_{n+1 m} b_{n m} b_{n-1 m}^{2}+b_{n+1 m} b_{n m}^{3}+b_{n+1 m}^{3} b_{n m}+b_{n+2 m}^{2} b_{n+1 m} b_{n m}\right)+2 B b_{n+1 m} b_{n m}\left(d_{n-1}^{2}+d_{n m}^{2}\right)\right] \delta_{n n^{\prime}+2} \delta_{m^{\prime} m} \\
& +\left[-\frac{1}{2} a_{n-2 m} a_{n-1 m}+\frac{1}{2} b_{n-2 m} b_{n-1 m}+A\left(b_{n-3 m}^{2} b_{n-2 m} b_{n-1 m}+b_{n-2 m}^{3} b_{n-1 m}+b_{n-2 m} b_{n-1 m}^{3}+b_{n-2 m} b_{n-1 m} b_{n m}^{2}\right)\right. \\
& \left.+2 B b_{n-2 m} b_{n-1 m}\left(d_{n m-1}^{2}+d_{n m}^{2}\right)\right] \delta_{n-2} \delta_{m^{\prime} m}+\left[-\frac{1}{2} c_{n m+1} c_{n m}+\frac{1}{2} d_{n m+1} d_{n+m}+C\left(d_{n m+1} d_{n m} d_{n-1}^{2}+d_{n m+1} d_{n m}^{3}+d_{n m+1}^{3} d_{n m}\right.\right. \\
& \left.\left.+d_{n=2}^{2} d_{n m+1} d_{n m}\right)+2 B\left(b_{n-1 m+2}^{2}+b_{n m+2}^{2}\right) d_{n+1} d_{n m}\right] \delta_{n!5} \delta_{m^{\prime} m+2}+\left[-\frac{1}{2} c_{n m-2} c_{n m-1}+\frac{1}{2} d_{n m-2} d_{n m-1}+C\left(d_{n-3}^{2} d_{n m-2} d_{n m-1}\right.\right. \\
& \left.\left.+d_{n m-2}^{3} d_{n m-1}+d_{n m-2} d_{n=1}^{3}+d_{n m-2} d_{n m-1} d_{n m}^{2}\right)+2 B\left(b_{n-1 m-2}^{2}+b_{n m-2}^{2}\right) d_{n m-2} d_{n m-1}\right] \delta_{n_{n}^{\prime}} \delta_{m^{\prime} m-2}+\left[\frac{1}{2}\left(a_{n-1 m}^{2}+a_{n m}^{2}\right)\right. \\
& +\frac{1}{2}\left(c_{n m-1}^{2}+c_{n m}^{2}\right)+\frac{1}{2}\left(b_{n-1 m}^{2}+b_{n m}^{2}\right)+\frac{1}{2}\left(d_{n m-1}^{2}+d_{n m}^{2}\right)+A\left(b_{n-2 m}^{2} b_{n-1 m}^{2}+b_{n-1 m}^{4}+2 b_{n-1 m}^{2} b_{n m}^{2}+b_{n m}^{4}+b_{n m}^{2} b_{n+1 m}^{2}\right) \\
& \left.+2 B\left(b_{n-1 m}^{2}+b_{n m}^{2}\right)\left(d_{n m-1}^{2}+d_{n m}^{2}\right)+C\left(d_{n m-1}^{2} d_{n m-2}^{2}+d_{n m-1}^{4}+2 d_{n m-1}^{2} d_{n m}^{2}+d_{n m}^{4}+d_{n m}^{2} d_{n m+1}^{2}\right)\right] \delta_{n_{n}^{\prime}} \delta_{m^{\prime} m} .
\end{aligned}
$$
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# Differential inequalities and stochastic functional differential equations 

G. S. Ladde<br>Department of Mathematics, The State University of New York at Potsdam, Potsdam, New York 13676<br>(Received 27 November 1973)<br>Consider the system of stochastic functional differential equations<br>$d x=f\left(t, x_{t}\right) d t+\sigma\left(t, x_{t}\right) d z(t), x_{t_{0}}=\phi_{0}$,<br>where $\sigma$ is a $n \times m$ matrix, column vectors of $\sigma, f$ are continuous, and $z(t)$ is a normalized $m$-vector Wiener process with<br>$$
E\left[(z(t)-z(s)) \cdot(z(t)-z(s))^{T}\right]=I|t-s| .
$$

By developing a comparison principle, sufficient conditions are given for stability and boundedness in the mean of solutions of $(\mathbf{S})$. The main technique here is the theory of functional differential inequalities and Lyapunov-like functions.

## 1. INTRODUCTION

Stochastic differential systems provide a mathematical model for sophisticated dynamical systems in physical, biological, medical and social sciences. In many circumstances, the future state of a system depends, not only on the present state but also on its past history. Stochastic functional differential equations give a mathematical formulation for such systems in which the stochastic increment (in the sense of Itô) of the system may depend on the influence of its hereditary effects.

The problem of existence and uniqueness of stationary solutions of functional differential equations has been investigated by Itô and Nisio. ${ }^{1}$ In a recent paper Kolmanovskii ${ }^{2}$ has studied the problem of stability in the mean. In that paper, an attempt was made to formulate the asymptotic stability criteria by employing Lyapunov functionals.

The notion of Lyapunov function, together with the theory of functional differential inequalities provide a very general comparison principle by means of which a number of qualitative properties of solutions of functional differential equations may be studied in a unified way. For more details see the book of Lakshmikantham and Leela. ${ }^{3}$ It is natural to expect such an extension to stochastic functional differential systems.

In this paper, we wish to extend this comparison principle to stochastic functional differential systems. In Sec. 2, we define various notions of stability and boundedness in the mean. In Sec. 3, we develop general comparison principle based on functional differential and integral inequalities. In Sec. 4, we give sufficient conditions for stability and boundedness in the mean. These results include some of the results of Ladde, Lakshmikantham, and Liu. ${ }^{4}$ At the end, we provide examples to illustrate the applicability of our results.

## 2. NOTATIONS AND DEFINITIONS

Let $R^{n}$ denote the $n$-dimensional Euclidean space with any convenient norm $\|\cdot\|$. We also denote by the same symbol $\|\cdot\|$ the norm of a matrix. $R^{+}$and $R$ stand for the nonnegative real and real line respectively. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space. By $E[x / K]$ we shall mean the conditional mean of $x$, where $K \subset \exists$ is a sub $\sigma$ algebra of $\mathcal{J}$. Given any $\tau>0$, let $C^{n}=C\left[[-\tau, 0], R^{n}\right]$ de-
note the space of continuous functions with domain [ $-\tau$, $0]$ and range in $R^{n}$. For $\phi \in C^{n}$, we define $\|\phi\|_{0}$ $=\sup _{-\tau \leqslant s \leqslant 0}\|\phi(s)\|$.
Let $(\circ)^{T}$ denote the transpose of a vector or a matrix. Suppose $x \in C\left[[-\tau, \infty), R^{n}\right]$. For any $t \geqslant 0$, we shall let $x_{t}$ denote a translation of the restriction of $x$ to the interval $[t-\tau, t]$; more specifically, $x_{t}$ is an element of $C^{n}$ defined by $x_{t}(s)=x(t+s),-\tau \leqslant s \leqslant 0$. Let $S\left[C^{n}\right]$ and $S\left[C^{+}\right]$denote the system of all $C^{n}$ and $C^{+}$valued random variables, where $C^{*}=C\left[[-\tau, 0], R^{+}\right]$.

Consider the system of stochastic functional differential equations of the type

$$
\begin{equation*}
d x=f\left(t, x_{t}\right) d t+\sigma\left(t, x_{t}\right) d z(t), \quad x_{t_{0}}=\phi_{0} \tag{2.1}
\end{equation*}
$$

where $x, f \in R^{n}, \sigma(t, \circ)$ is a $n \times m$ matrix, and $z(t)$ is a normalized $m$-vector Wiener process with

$$
E\left[(z(t)-z(s)) \cdot(z(t)-z(s))^{T}\right]=I|t-s|
$$

where $I$ is an identity matrix.
We assume that the functions $f, \sigma$, and $\phi_{0}$ satisfy the following assumptions:
$\left(\mathrm{a}_{1}\right)$ the $m$ column vectors of $\sigma(t, \phi)$ and $f(t, \phi)$ belong to $C\left[R^{+} \times C^{n}, R^{n}\right]$;

$$
\left(\mathrm{a}_{2}\right) \text { for all }(t, \phi),(t, \psi) \in R^{+} \times C^{n}
$$

$$
\|f(t, \phi)-f(t, \psi)\| \leqslant \int_{-\tau}^{0}\|\phi(s)-\psi(s)\| d K_{1}(s)
$$

and

$$
\|\sigma(t, \phi)-\sigma(t, \psi)\| \leqslant \int_{-\tau}^{0}\|\phi(s)-\psi(s)\| d K_{2}(s)
$$

where $d K_{1}$ and $d K_{2}$ are bounded measures on $[-\tau, 0]$;
$\left(\mathrm{a}_{3}\right) \phi_{0}(s), s \in[-\tau, 0]$ is a sample continuous stochas tic process, i.e., $\phi_{0} \in S\left[C^{n}\right]$ independent of $z(t)$, for $t \in R^{+}$and satisfies the relation

$$
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|^{4}\right] \leqslant C
$$

for some constant $C>0$.
Under these assumptions, it is known ${ }^{1}$ that the solution $x(t)=x\left(t_{0}, \phi_{0}\right)(t)$ of (2.1) is
(I) sample continuous on $\left[t_{0}-\tau, \infty\right)$,
(II) strictly stationary process, i.e., $x(t)$ and $z(t)$ are strictly correlated,
（III）$E\left[\|x(t)\|^{4}\right] \leqslant C_{1} \sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|^{4}\right] e^{C_{2} t}$ ， for some $C_{1}, C_{2}>0$ 。
We shall now formulate the definitions of stability and boundedness in the mean of the trivial solution of（2．1）．

Definition 2．1：The trivial solution of（2．1）is said to be：
（i）equi－stable in the mean，if for each $\epsilon>0, t_{0} \in R^{+}$， there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is con－ tinuous in $t_{0}$ for each $\epsilon>0$ such that the inequality

$$
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta
$$

implies

$$
E\left[\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right]<\epsilon, \text { for } t \geqslant t_{0} ;
$$

（ii）uniformly stable in the mean，if the $\delta$ in（i）is independent of $t_{0}$ ；
（iii）quasi－equi－asymptotically stable in the mean，if for each $\epsilon>0, t_{0} \in R^{+}$，there exist $\delta_{0}=\delta\left(t_{0}\right)>0$ and $T$ $=T\left(t_{0}, \epsilon\right)>0$ such that for $t \geqslant t_{0}+T$ and

$$
\sup _{-T \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta_{0}
$$

implies

$$
E\left[\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right]<\epsilon ;
$$

（iv）quasi－uniformly asymptotically stable in the mean，if $\delta_{0}$ and $T$ in（iii）are independent of $t_{0}$ ；
（v）equi－asymptotically stable in the mean，if（i）and （iii）hold simultaneously；
（vi）uniformly asymptotically stable in the mean，if （ii）and（iv）hold together．

Definition 2．2：The stochastic system（2．1）is said to be：
（i）equi－bounded in the mean，if each $\alpha \geqslant 0, t_{0} \in R^{+}$， there exists a positive function $\beta=\beta\left(t_{0}, \alpha\right)$ that is con－ tinuous in $t_{0}$ for each $\alpha$ such that

$$
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha
$$

implies

$$
E\left[\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right]<\beta, \quad t \geqslant t_{0}
$$

（ii）uniformly bounded in the mean，if the $\alpha$ in（i）is independent of $t_{0}$ ；
（iii）quasi－equi－ultimately bounded in the mean，if given $\alpha \geqslant 0, t_{0} \in R^{+}$，there exist numbers $N$ and $T$ $=T\left(t_{0}, \alpha\right)$ such that

$$
\sup _{-\tau \leqslant s^{\leqslant 0}} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha
$$

implies

$$
E\left[\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right]<N, \quad t \geqslant t_{0}+T ;
$$

（iv）quasi－uniformly－ultimately bounded in the mean， if the number $T$ in（iii）is independent of $t_{0}$ ；
（v）equi－ultimately bounded in the mean，if（i）and（iii） hold at the same time；
（vi）uniformly ultimately bounded in the mean，if（ii） and（iv）hold simultaneously．

Consider now the comparison functional differential equation

$$
\begin{equation*}
u^{\prime}=g(t, u)+G\left(t, u_{t}\right), \quad u_{t_{0}}=\sigma_{0} \tag{2.2}
\end{equation*}
$$

where $g \in C\left[R^{+} \times R^{+}, R\right], G \in C\left[R^{+} \times C^{+}, R\right]$ and $G(t, \sigma)$ is nondecreasing in $\sigma$ for each $t \in R^{*}$ 。

Relative to the comparison functional differential equation（2．2），we need the corresponding definitions in our discussion which may be defined analogously．For example，the definition of equi－stability runs as follows： The trivial solution $u \equiv 0$ of（2．2）is said to be equi－ stable，if for each $\epsilon>0, t_{0} \in R^{+}$，there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon>0$ such that $\left|\sigma_{0}\right|_{0} \leqslant \delta$ implies $u\left(t_{0}, \sigma_{0}\right)(t)<\epsilon, t \geqslant t_{0}$

Definition 2．3：A function $b(r)$ is said to belong to the class $K$ ，if $b \in C\left[R^{+}, R^{+}\right], b(0)=0$ and $b(r)$ is strictly in－ creasing in $r$ 。

Definition 2．4：A function $a(t, r)$ is said to belong to the class $C K$ ，if $a \in C\left[[-\tau, \infty) \times R^{+}, R^{+}\right], a(t, 0) \equiv 0$ and $a(t, r)$ is concave and increasing in $r$ for each $t \in R^{+}$.

## 3．COMPARISON RESULTS

In this section，we wish to prove some comparison theorems for stochastic functional differential system． This is achieved by employing the notion of Lyapunov function and the theory of functional differential and integral inequalities analogous to the deterministic case．${ }^{3}$ These results play an important role to study the qualitative behavior of（2．1）．Note that these results are extension of corresponding result．${ }^{3}$

Let the function $V \in C\left[[-\tau, \infty) \times R^{n}, R^{+}\right], V_{t}, V_{x}, V_{x x}$ exist and are continuous for $(t, x) \in R^{+} \times R^{n}$ ，the calculus introduced by Itô ${ }^{5}$ shows that

$$
\begin{equation*}
d V(t, x, \phi)=L V(t, x, \phi) d t+\frac{\partial V}{\partial x} \cdot \sigma(t, \phi) d z(t) \tag{3.1}
\end{equation*}
$$

where

$$
L V(t, x, \phi)=\frac{\partial V}{\partial t}+\frac{\partial V}{\partial x} \circ f(t, \phi)+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}} b_{i j}(t, \phi)
$$

$\phi \in C^{n}$ ，and $\left(b_{i j}\right)=\sigma \cdot \sigma^{T}$ ．
Here and after，we shall assume that Eq．（2．2）and the function $V$ satisfy the following hypotheses：
$\left(\mathrm{H}_{1}\right) g \in C\left[R^{+} \times R^{+}, R\right], g(t, u)$ is concave and nonde－ creasing in $u$ for each $t \in R^{+}$．
$\left(\mathrm{H}_{2}\right) G \in C\left[R^{+} \times C^{+}, R\right], G(t, \sigma)$ is nondecreasing in $\sigma$ for each $t \in R^{+}$and for any $\sigma \in S\left[C^{+}\right], G(t, \sigma)$ satisfies the relation

$$
\begin{equation*}
E[G(t, \sigma)] \leqslant G(t, E \sigma), \tag{3.3}
\end{equation*}
$$

where $E \sigma=E[\sigma(s)], s \in[-\tau, 0]$ ．
$\left(\mathrm{H}_{3}\right)$ Let $r\left(t_{0}, \sigma_{0}\right)(t)$ be the maximal solution of the func－ tional differential equation（2．2）existing for $t \geqslant t_{0}, t_{0}$ $\in R^{+}$．
$\left(\mathrm{H}_{4}\right)$ Assume that $g(t, 0) \equiv 0 \equiv G(t, 0)$ ．
$\left(\mathrm{H}_{5}\right) V \in C\left[[-\tau, \infty) \times R^{n}, R^{\dagger}\right], \partial V / \partial t, \partial V / \partial x, \partial^{2} V / \partial x \partial x$ exist and are continuous for $(t, x) \in R^{+} \times R^{n}$ ．Further－ more，for $(t, \phi(0), \phi) \in R^{+} \times R^{n} \times C^{n}$ ，

$$
\begin{equation*}
\frac{\partial V}{\partial x} \cdot \sigma(t, \phi) \leqslant K(t)\left[1+\int_{-\tau}^{0}\|\phi(s)\|_{d s}^{u}\right] \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
L V(t, \phi(0), \phi) \leqslant g(t, V(t, \phi(0)))+G\left(t, V_{t}\right), \tag{3.5}
\end{equation*}
$$

where $K \in C\left[R^{+}, R^{m}\right], 1 \leqslant u \leqslant 4$ ，and $L$ is the operator as defined in（3．2）。
$\left(\mathrm{H}_{6}\right)$ Assume that the hypothesis $\left(\mathrm{H}_{5}\right)$ holds except that the inequality（ 3.5 ）is strengthened to

$$
\begin{align*}
A(t) L V(t, \phi(0), \phi)+V(t, \phi(0)) A^{\prime}(t) \leqslant & g(t, V(t, \phi(0)) A(t)) \\
& +G\left(t, A_{t} V_{t}\right), \tag{3.6}
\end{align*}
$$

where $A(t)$ is continuously differentiable positive func－ tion for $[-\tau, \infty)$ and $A_{t} V_{t}=A(t+s) V(t+s, \phi(s))$ for $s$ $\in[-\tau, 0]$ ．

$$
\begin{aligned}
& \left(\mathrm{H}_{7}\right) \text { For }(t, x) \in R^{+} \times R^{n}, \\
& b(\|x\|) \leqslant V(t, x) \leqslant a(t,\|x\|),
\end{aligned}
$$

where $b \in K, b$ is convex，and $a \in C K$ ．
$\left(\mathrm{H}_{8}\right)$ For $(t, x) \in R^{+} \times R^{n}$ ，

$$
b(\|x\|) \leqslant V(t, x) \leqslant a(t,\|x\|),
$$

where $a \in C K, b \in K, b$ is convex，and $b(u) \rightarrow \infty$ as $u \rightarrow \infty$ 。

We shall state and prove the following main compari－ son theorem．

Theorem 3．1：Let the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ ，and $\left(\mathrm{H}_{5}\right)$ be satisfied．Assume that，for the stationary solu－ tion process $x(t)=x\left(t_{0}, \phi_{0}\right)(t)$ of（2．1），$E[V(t, x(t)$ exists and $E\left[V\left(t_{0}+s, \phi_{0}(s)\right)\right] \leqslant \sigma_{0}(s), s \in[-\tau, 0]$ ．Then，we have

$$
\begin{equation*}
E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right] \leqslant r\left(t_{0}, \sigma_{0}\right)(t), \quad t \geqslant t_{0} \tag{3,7}
\end{equation*}
$$

Proof：Let $x(t)=x\left(t_{0}, \phi_{0}\right)(t)$ be any stationary solution process of（2．1）with initial data（ $t_{0}, \phi_{0}$ ）．By the hypo－ thesis $\left(H_{5}\right)$ and the calculus introduced by Ito $\hat{0}^{5}$ we have

$$
\begin{aligned}
d V\left(t, x(t), x_{t}\right)= & \frac{\partial V}{\partial t}(t, x(t)) d t+\frac{\partial V}{\partial x}(t, x(t)) \cdot f\left(t, x_{t}\right) d t \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}(t, x(t)) b_{i j}\left(t, x_{t}\right) d t \\
& +\frac{\partial V}{\partial x}(t, x(t)) \cdot \sigma\left(t, x_{t}\right) d z(t) \\
= & L V\left(t, x(t), x_{t}\right) d t+\frac{\partial V}{\partial x}(t, x(t)) \cdot \sigma\left(t, x_{t}\right) d z(t)
\end{aligned}
$$

This together with the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{5}\right)$ and the existence of $E[V(t, x(t))]$ yields the inequality

$$
\begin{align*}
E[V(t, x(t))]-E\left[V\left(t_{0}, \phi_{0}(s)\right)\right] \leqslant & \int_{t_{0}}^{t}[g(s, E V(s, x(s))) \\
& \left.+G\left(s, E V_{s}\right)\right] d s \tag{3.8}
\end{align*}
$$

Set

$$
m(t)=E[V(t, x(t))], \quad m\left(t_{0}\right)=E\left[V\left(t_{0}, \phi_{0}\left(t_{0}\right)\right)\right],
$$

then in view of（3．8），we have

$$
m(t) \leqslant m\left(t_{0}\right)+\int_{t_{0}}^{t}\left[g(s, m(s))+G\left(s, m_{s}\right)\right] d s
$$

Define
$u(t)=\left\{\begin{array}{l}m\left(t_{0}\right)+\int_{t_{0}}^{t}\left[g(s, m(s)),+G\left(s, m_{s}\right)\right] d s, \quad \text { for } t \geqslant t_{0}, \\ m(t), \text { for } t \in\left[t_{0}-\tau, t_{0}\right],\end{array}\right.$
so that

$$
\begin{equation*}
m(t) \leqslant u(t), \text { for } t \in\left[t_{0}-\tau, \infty\right), \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\prime}(t)=g(t, m(t))+G\left(t, m_{t}\right), \text { for } t \geqslant t_{0} \tag{3.10}
\end{equation*}
$$

From（3．9），$(3.10)$ ，and nondecreasing property of $g$ and $G$ in $u$ and $\sigma$ respectively，we get

$$
\begin{equation*}
u^{\prime}(t) \leqslant g(t, u(t))+G\left(t, u_{t}\right), \text { for } t \geqslant t_{0}, \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{t_{0}}=u_{t_{0}} \leqslant \sigma_{0} \tag{3.12}
\end{equation*}
$$

From an application of Theorem 6．9．4 in Ref．3，we deduce that

$$
u(t) \leqslant r\left(t_{0}, \sigma_{0}\right)(t), \quad t \geqslant t_{0}
$$

The assertion（3．7）is now immediate in view of（3．9） and the definition of $m(t)$ ．The proof is complete。

The following variant of Theorem 3.1 is often more useful in applications．

Theorem 3．2：Let the hypotheses of Theorem 3.1 hold except that $\left(\mathrm{H}_{5}\right)$ is replaced by $\left(\mathrm{H}_{6}\right)$ ．Then

$$
A\left(t_{0}+s\right) E\left[V\left(t_{0}+s, \phi_{0}(s)\right)\right] \leqslant \sigma_{0}(s)
$$

implies

$$
\begin{equation*}
E[V(t, x(t))] \leqslant R\left(t_{0}, \psi_{0}\right)(t), \quad t \geqslant t_{0} \tag{3.13}
\end{equation*}
$$

where $R\left(t_{0}, \psi_{0}\right)(t)$ is the maximal solution of the differen－ tial equation

$$
\begin{equation*}
v^{\prime}=\left[-A^{\prime} v+g(t, v A(t))+G\left(t, A_{t} v_{t}\right)\right] / A(t), v_{t_{0}}=\psi_{0} \tag{3.14}
\end{equation*}
$$

existing for $t \geqslant t_{0}$ 。

## Proof：Setting

$$
W(t, \phi(0))=V(t, \phi(0)) A(t), \quad t \in[-\tau, \infty)
$$

we see，because of $(3,6)$ ，that

$$
\begin{aligned}
L W(t, \phi(0), \phi) & =A(t) L V(t, \phi(0), \phi)+A^{\prime}(t) V(t, \phi(0)) \\
& \leqslant g(t, W(t, \phi(0)))+G\left(t, W_{t}\right)
\end{aligned}
$$

This shows that $W(t, x)$ satisfies all the hypotheses of Theorem 3.1 and，as a consequence，we have

$$
\begin{equation*}
E[W(t, x(t))] \leqslant r\left(t_{0}, \sigma_{0}\right)(t), \quad t \geqslant t_{0} \tag{3.15}
\end{equation*}
$$

provided that

$$
W\left(t_{0}+s, \phi_{0}(s)\right) \leqslant \sigma_{0}(s)
$$

Here $r\left(t_{0}, \sigma_{0}\right)(t)$ is the maximal solution of（2．2），It is easy to verify $r\left(t_{0}, \sigma_{0}\right)(t)=A(t) R\left(t_{0}, \psi_{0}\right)(t)$ with $\psi_{0}(s) A\left(t_{0}\right.$ $+s)=\sigma_{0}(s)$ ．This implies because of（3．15）and the definition of $W(t, x)$ ，the desired inequality（3．13）．

Remark 3．1：Theorem 3．1 is analogous to Theorem 8．1．4 in Ref． 3 for determinstic case．However，it is required that $u, u_{t}$ are＂separated＂on the right－hand side of 8．1．16 in Ref．3，i．e．，

$$
g\left(t, u, u_{t}\right)=g(t, u)+G\left(t, u_{t}\right)
$$

Furthermore，our results are obtained by employing integral inequalities，so we require monotonicity in $u$ ． However，if（2．1）is a system of diffusion equations， the differential inequalities can be employed to discuss such results．For more details see Ref． 4.

Remark 3．2：The drawback of Theorem 3.1 is the assumption that $E[V(t, x(t))]$ exists for each $t \in R^{+}$。Under certain conditions，one could show that this assumption holds．For example，let $V(t, x) \leqslant a(t,\|x\|)$ ，where $a$ $\in C\left[R^{+} \times R^{+}, R^{+}\right]$and $a(t, u)$ is concave in $u$ for fixed $t \in R^{+}$．Then we would have

$$
0 \leqslant E[V(t, x(t))] \leqslant a(t, E[\|x(t)\|])
$$

in view of the property（III）of the solution process $x(t)$ 。
Remark 3．3：Observe that the nondecreasing nature of $g(t, u)$ in $u$ can be dropped，if the inequalities（3．3）， （3．4），and（3．5）are equalities．However，we do require nondecreasing nature of $G(t, \sigma)$ in $\sigma$ ，in order to insure the existence of the maximal solution for（2．2）．See Ref． 3 for more details．

Remark 3．4：The restriction $E[G(t, \sigma)] \leqslant G(t, E \sigma)$ for $\sigma \in S\left[C^{+}\right]$on $G\left(t, u_{t}\right)$ is natural．However，the class of functionals $G\left(t, u_{t}\right)$ having such a property is nonempty． For example，

$$
G(t, \sigma)=\lambda(t) \int_{-\tau}^{0} \sigma(s) d K(s), \text { for } \sigma \in S\left[C^{*}\right]
$$

where $d K$ is a bounded measure on $[-\tau, 0]$ ．One can easily see that

$$
E[G(t), \sigma)]=\lambda(t) \int_{-\tau}^{0} E[\sigma(s)] d K(s)
$$

whenever $E[\sigma(s)]$ exists for $s \in[-\tau, 0]$ ．

## 4．STABILITY AND BOUNDEDNESS IN MEAN

In this section，by employing the comparison theo－ rems developed in the preceding section，we shall pre－ sent various results giving sufficient conditions for stability and boundedness in the mean．

Theorem 4．1：Assume that the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ ， $\left(\mathrm{H}_{3}\right),\left(\mathrm{H}_{4}\right),\left(\mathrm{H}_{5}\right)$ ，and $\left(\mathrm{H}_{7}\right)$ hold．Furthermore，the sys－ tem（2．1）possesses the trivial solution．Then：
（i）equi－stability of the trivial solution of（ 2,2 ）im－ plies equi－stability in the mean of the trivial solution of （2．1）；
（ii）quasi－equi－asymptotic stability of the trivial solu－ tion of（2．2）implies quasi－equi－asymptotic stability in the mean of the trivial solution of（2．1）；
（iii）equi－asymptotic stability of the trivial solution of（ 2.2 ）implies equi－asymptotic stability in the mean of the trivial solution of（ 2,1 ）．

Proof：Let $x\left(t_{0}, \phi_{0}\right)(t)$ be any stationary solution pro－ cess of（2．1）．By the hypothesis（ $\mathrm{H}_{7}$ ），we have

$$
\begin{aligned}
0 \leqslant E\left[b\left(\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right)\right] & \leqslant E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right] \\
& \leqslant a\left(t, E\left[\left\|x\left(t_{0}, \phi_{0}\right)(t)\right\|\right]\right),
\end{aligned}
$$

which implies that $E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right]$ exists，in view of the Remark 3．2．Hence，by Theorem 3．1，we have the following inequality，

$$
\begin{equation*}
E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right] \leqslant r\left(t_{0}, \sigma_{0}\right)(t), \quad t \geqslant t_{0} \tag{4.1}
\end{equation*}
$$

whenever

$$
\begin{equation*}
E\left[V\left(t_{0}+s, \phi_{0}(s)\right)\right] \leqslant \sigma_{0}(s), \quad s \in[-\tau, 0] \tag{4.2}
\end{equation*}
$$

Let us first prove statement（i）．Let $\epsilon>0$ and $t_{0} \in R^{+}$ be given．Assume that the trivial solution $u \equiv 0$ of（2．2） is equi－stable。Then given $b(\epsilon), t_{0} \in R^{+}$，there exists a positive function $\delta_{1}=\delta_{1}\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon$ such that $\left|\sigma_{0}\right|_{0} \leqslant \delta_{1}$ implies

$$
\begin{equation*}
u\left(t_{0}, \sigma_{0}\right)(t)<b(\epsilon), \quad t \geqslant t_{0} \tag{4.3}
\end{equation*}
$$

where $u\left(t_{0}, \sigma_{0}\right)(t)$ is any solution of（2．2）．We choose

$$
\sigma_{0}(s)=a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right)
$$

Since $a \in C K$ ，for fixed $s \in\left[t_{0}-\tau, t_{0}\right]$ ，we can find $\delta\left(t_{0}\right.$ $+s, \epsilon)=\delta_{s}>0$ that is continuous in $t_{0}$ for each $\epsilon$ ，such that

$$
\begin{equation*}
E\left[\left\|\phi_{0}(s)\right\|\right]<\delta_{s} \tag{4.4}
\end{equation*}
$$

implies $a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right) \leqslant \delta_{1}$ 。
Our aim is to choose $\delta$ which is independent of $s$ $\in[-\tau, 0]$ ．From the continuity of $E\left[\left\|\phi_{0}(s)\right\|\right]$ in $s$ and （4．4），we can find $\eta_{s}$ ，for fixed $s \in[-\tau, 0]$ such that

$$
E\left[\left\|\phi_{0}(\theta)\right\|\right]<\delta_{s}, \quad \text { for } \theta \in\left(-\eta_{s}, \eta_{s}\right) \cap[-\tau, 0]
$$

This is true for each $s \in[-\tau, 0]$ ．Consider the collection of open sets in $[-\tau, 0]$ defined by

$$
U=\left\{O_{s}: O_{s}=\left(-\eta_{s}, \eta_{s}\right) \cap[-\tau, 0], \text { for } s \in[-\tau, 0]\right\}
$$

It is easy to verify that it is an open covering of［ $-\tau, 0$ ］ and hence by Heine－Borel theorem，we can extract a finite subcover corresponding to $\eta_{s_{1}}, \eta_{s_{2}}, \ldots, \eta_{s_{n}}$ for some fixed integer $n$ ．Take the corresponding numbers $\delta_{s_{1}}, \delta_{s_{2}}, \ldots, \delta_{s_{n}}$ and set

$$
\delta=\min \left\{\delta_{s_{1}}, \delta_{s_{2}}, \ldots, \delta_{s_{n}}\right\}
$$

Then，we have

$$
\begin{equation*}
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta \tag{4.5}
\end{equation*}
$$

implies $a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right) \leqslant \delta_{1}\right.$ 。
Now，we claim that if

$$
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta,
$$

then

$$
E\left[\left\|x\left(t_{0}, \phi_{0}(t)\right)\right\|\right]<\epsilon, \quad t \geqslant t_{0}
$$

Suppose that this is false．Then there would exist a solu－ tion $x\left(t_{0}, \phi_{0}\right)(t)$ with

$$
\sup _{-\tau \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta \quad \text { and } t_{1}>t_{0}
$$

such that

$$
\begin{equation*}
E\left[\left\|x\left(t_{0}, \phi_{0}\right)\left(t_{1}\right)\right\|\right]=\epsilon \tag{4.6}
\end{equation*}
$$

This，in view of the hypothesis $\left(\mathrm{H}_{7}\right)$ ，gives

$$
\begin{equation*}
b\left(E\left[\left\|x\left(t_{0}, \phi_{0}\right)\left(t_{1}\right)\right\|\right]\right) \leqslant E\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}\right)\left(t_{1}\right)\right)\right] \tag{4.7}
\end{equation*}
$$

The relations $(4.1),(4.3),(4.6)$ ，and $(4.7)$ lead us to the contradiction

$$
b(\epsilon) \leqslant E\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}\right)\left(t_{1}\right)\right)\right] \leqslant r\left(t_{0}, \sigma_{0}\right)\left(t_{1}\right)<b(\epsilon) .
$$

This proves the conclusion（i）．

Now，we shall prove the conclusion（ii）．Let $\epsilon>0$ ， $t_{0} \in R^{+}$，be given．By quasi－asymptotic stability of（2．2）， given $b(\epsilon)$ and $t_{0} \in R^{\dagger}$ ，there exist numbers $\delta^{0}\left(t_{0}\right)=\delta^{0}>0$ and $T\left(t_{0}, \epsilon\right)=T>0$ such that

$$
\begin{equation*}
u\left(t_{0}, \sigma_{0}\right)(t)<b(\epsilon), \quad t \geqslant t_{0}+T \tag{4.8}
\end{equation*}
$$

whenever $\left|\sigma_{0}\right|_{0} \leqslant \delta^{0}$ ．Choosing $\sigma_{0}(s)=a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right)$ ， we can find，as before a $\delta_{0}=\delta_{0}\left(t_{0}\right)>0$ such that

$$
\begin{gathered}
\sup _{-T<s<0} E\left[\left\|\phi_{0}(s)\right\|\right]<\delta_{0} \\
\text { and } a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right) \leqslant \delta^{0}
\end{gathered}
$$

hold at the same time．We claim that

$$
\sup _{-\tau \in s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta_{0}
$$

implies $E[\|x(t)\|]<\epsilon$ ，for $t \geqslant t_{0}+T$ ．As a result，we have，because of（4．1），（4．8），and $\left(\mathrm{H}_{7}\right)$ ，

$$
\begin{aligned}
& b(E[\|x(t)\|]) \leqslant E[V(t, x(t))] \\
& \leqslant r\left(t_{0}, \sigma_{0}\right)(t)<b(\epsilon), \quad t \geqslant t_{0}+T,
\end{aligned}
$$

which implies，arguing as before that

$$
E[\|x(t)\|]<\epsilon, t \geqslant t_{0}+T
$$

whenever

$$
\sup _{-T \alpha_{s<0}} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \delta_{0}
$$

This proves（ii）．
The proof of（iii）follows from the proof of（i）and（ii）． Thus the proof of the theorem is complete．

Theorem 4．2：Let the hypotheses $\left(\mathrm{H}_{1}\right)$ ，$\left(\mathrm{H}_{2}\right)$ ，$\left(\mathrm{H}_{3}\right)$ ， $\left(\mathrm{H}_{5}\right)$ ，and（ $\mathrm{H}_{8}$ ）be satisfied．Then：
（i）equi－boundedness of solutions of（2．2）implies the equi－boundedness in the mean of solutions of（2．1）；
（ii）quasi－equi－ultimately boundedness of solutions of （2．2）implies the quasi－equi－ultimately boundedness in the mean of solutions of（2．1）；
（iii）equi－ultimate－boundedness of solutions of（2．2） implies equi－ultimate boundedness in the mean of solu－ tions of（2．1）．

Proof：Let $x\left(t_{0}, \phi_{0}\right)(t)$ be any stationary solution pro－ cess of（2．1）．By following the proof of the Theorem 4.1 ，we have the inequality（4．1）．

Let $\alpha \geqslant 0$ and $t_{0} \in R^{+}$be given and let

$$
\sup _{-\tau \in 5 \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha
$$

Define

$$
\alpha_{1}=\sup _{-\tau \in s \in 0} a\left(t_{0}+s, \alpha\right)
$$

Assume that the solutions of（2．2）are equi－bounded． Then，given $\alpha_{1} \geqslant 0$ and $t_{0} \in R^{+}$，there exists a positive function

$$
\beta_{1}\left(t_{0}, \alpha\right)=\beta_{1}>0
$$

that is continuous in $t_{0}$ for each $\alpha$ such that $\left|\sigma_{0}\right|_{0} \leqslant \alpha_{1}$ implies

$$
\begin{equation*}
u\left(t_{0}, \sigma_{0}\right)(t)<\beta_{1}, \quad t \geqslant t_{0} \tag{4.9}
\end{equation*}
$$

where $u\left(t_{0}, \sigma_{0}\right)(t)$ is any solution of（2．2）．Since $b(u) \rightarrow \infty$ as $u \rightarrow \infty$ ，we can find a $\beta\left(t_{0}, \alpha\right)=\beta>0$ satisfying the relation

$$
\begin{equation*}
\beta_{1} \leqslant b(\beta) . \tag{4.10}
\end{equation*}
$$

Now let $\sigma_{0}(s)=a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right)$ so that $\left|\sigma_{0}\right|_{0} \leqslant \alpha_{1}$ ． With the $\beta$ obtained in（4．10），we claim that the solutions of（2．1）are equi－bounded in the mean．If this is not true，then there exists a solution $x\left(t_{0}, \phi_{0}\right)(t)$ with

$$
\sup _{-\tau<s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha
$$

and $t_{1}>t_{0}$ such that

$$
\begin{equation*}
E\left[\left\|x\left(t_{0}, \phi_{0}\right)\left(t_{1}\right)\right\|\right]=\beta \tag{4.11}
\end{equation*}
$$

This together with（4．1），（4．9），（4．10），and $\left(H_{8}\right)$ ，we have

$$
b(\beta) \leqslant E\left[V\left(t_{1}, x\left(t_{1}\right)\right)\right] \leqslant r\left(t_{0}, \sigma_{0}\right)\left(t_{1}\right)<b(\beta),
$$

which completes the proof of（i）．
To prove（ii），let $\alpha \geqslant 0$ and $t_{0} \in R^{+}$be given and let

$$
\sup _{-\in \leqslant s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha_{。}
$$

Define

$$
\alpha_{1}=\sup _{-\tau \leqslant s \in 0} a\left(t_{0}+s, \alpha\right) .
$$

Assume that the solutions of（2．2）are quasi－equi－ulti－ mately bounded．Then，given $\alpha_{1} \geqslant 0$ and $t_{0} \in R^{+}$，there exist positive numbers $N_{1}$ and $T=T\left(t_{0}, \alpha\right)$ such that

$$
\begin{equation*}
u\left(t_{0}, \sigma_{0}\right)(t)<N_{1}, \quad t \geqslant t_{0}+T, \tag{4.12}
\end{equation*}
$$

whenever $\left|\sigma_{0}\right|_{0} \leqslant \alpha_{1}$ 。Since $b(u) \rightarrow \infty$ as $u \rightarrow \infty$ ，it is possible to fine $N>0$ such that

$$
\begin{equation*}
N_{1} \leqslant b(N) \tag{4.13}
\end{equation*}
$$

As before，choosing $\sigma_{0}(s)=a\left(t_{0}+s, E\left[\left\|\phi_{0}(s)\right\|\right]\right)$ ，we can conclude，because of the relations（4．1），（4．12），and （4．13），

$$
E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right]<b(N), \quad t \geqslant t_{0}+T_{0}
$$

From this and $\left(H_{8}\right)$ ，it is easy to deduce that $E[\|x(t)\|]$ $<N$ for $t \geqslant t_{0}+T$ ，whenever sup $\operatorname{strs}^{s \leqslant 0} E\left[\left\|\phi_{0}(s)\right\|\right] \leqslant \alpha$ 。 This proves（ii）．

The proof of（iii）follows from the proof of（i）and（ii）． Hence the theorem is proved．

In Theorem 4．1，the assumption that the trivial solution of（2．2）is asymptotically stable，in general， may not be valid．In such cases，the following result which is based，on the comparison Theorem 3．2，is useful to discuss the asymptotic stability of（2．1）．We state the result in the following．

Theorem 4．3：Assume that the hypotheses of the Theorem 4.1 hold except that $\left(H_{5}\right)$ is replaced by（ $H_{6}$ ）． Then：
（i）equi－stability of the trivial solution of（3．14）im－ plies equi－stability in the mean of the trivial solutions of 2．1；
（ii）equi－quasi－asymptotic stability of trivial solution of（3．14）implies equi－quasi－asymptotic stability in the mean of the trivial solution of（2．1）；
(iii) equi-asymptotic stability of the trivial solution of (3.14) implies equi-asymptotic stability in the mean of the trivial solution of $(2,1)$.

Proof: Let $x\left(t_{0}, \phi_{0}\right)(t)$ be any solution of (2.1). As before, by the hypotheses $\left(\mathrm{H}_{7}\right), E\left[V\left(t, x\left(t_{0}, \phi_{0}\right)(t)\right)\right]$ exists for $t \geqslant t_{0}$ and hence by Theorem 3.2, we have

$$
E\left[V\left(t, x\left(t_{0}, \phi_{0}(t)\right)\right] \leqslant R\left(t_{0} \psi_{0}\right)(t), \quad t \geqslant t_{0},\right.
$$

whenever $E\left[V\left(t_{0}+s, \phi_{0}(s)\right)\right] \leqslant \sigma_{0}(s)$, where $R\left(t_{0}, \psi_{0}\right)(t)$ is the maximal solution of (3.14). We now follow an argument similar to the proof of Theorem 4.1 to complete the proof of the theorem.

Also, one could formulate the result corresponding to uniform notions by assuming $V(t, x)$ is decrescent and the corresponding notion of the comparison equation (2.2) or (3.14) is also uniform.

## 5. EXAMPLES

In this section, we shall give some examples to demonstrate the usefulness of our results.

Example 1: Relative to the system (2.1), assume that
(a) $\phi(0) \cdot f(t, \phi) \leqslant 0$,

$$
\phi(0) \cdot \sigma(t, \phi) \leqslant L(t)\left(1+\int_{-T}^{0}\|\phi(s)\|^{\mu} d s\right),
$$

and

$$
\begin{aligned}
& \sum_{i, j=1} I_{i j} b_{i j}(t, \phi) \leqslant \lambda(t) \int_{-\tau}^{0}\|\phi(s)\|^{2} d s \\
& \text { for }(t, \phi(0), \phi) \in R^{+} \times R^{n} \times C^{n},
\end{aligned}
$$

where $I$ is the identity matrix,

$$
\begin{aligned}
& b(t, \phi)=\sigma(t, \phi) \cdot \sigma^{T}(t, \phi), \\
& L \in C\left[R^{+}, R^{m}\right], 1 \leqslant \mu \leqslant 4, \text { and } \lambda \in L^{1}[0, \infty) .
\end{aligned}
$$

(b) $\phi(0) \cdot f(t, \phi) \leqslant-\alpha\|\phi(0)\|^{2}, \quad \alpha>0$,

$$
\phi(0) \sigma(t, \phi) \leqslant L(t)\left(1+\int_{-\tau}^{0}\|\phi(s)\|^{\mu} d s\right)
$$

and

$$
\sum_{i, j=1} I_{i j} b_{i j}(t, \phi) \leqslant \frac{P^{\prime}(t)}{P(t)} \int_{-\uparrow}^{0} \exp \left(\alpha_{S}\right)\|\phi(s)\|^{2} d s,
$$

for $(t, \phi(0), \phi) \in R^{+} \times R^{n} \times C^{n}$, where $P(t)$ is a polynomial in $t$. Then taking $V(t, x)=\|x\|^{2}$, we see that
$L V(t, \phi(0), \phi) \leqslant \lambda(t) \int_{-\tau}^{0} V(s+t, \phi(s)) d s$,
when (a) holds. The comparison equation is

$$
u^{\prime}=\lambda(t) \int_{-\tau}^{0} u(t+s) d s
$$

and consequently $u \equiv 0$ is stable. Hence, by Theorem 4.1 , it follows that the trivial solution of (2.1) is stable in the mean. If on the other hand, (b) holds, we get

$$
\begin{aligned}
& L V(t, \phi(0), \phi) \\
& \qquad \leqslant-\alpha V(t, \phi(0))+\frac{P^{\prime}(t)}{P(t)} \int_{-\tau}^{0} \exp (\alpha s) V(t+s, \phi(s)) d s
\end{aligned}
$$

so that

$$
u^{\prime}=-\alpha u+\frac{P^{\prime}(t)}{P(t)} \int_{-\tau}^{0} \exp (\alpha s) u(t+s) d s
$$

is the corresponding comparison equation. It is easy to see that $u \equiv 0$ is quasi-asymptotically stable. As a result, Theorem (4.3) gives quasi-asymptotic stability in the mean of the trivial solution of ( 2.1 ).

Example 2: Consider the stochastic functional differential equations

$$
\begin{equation*}
d x=-f(t) x(t) d t+F(x(t-\tau)) d z(t) \tag{5.1}
\end{equation*}
$$

where $\tau \geqslant 0, f \in C\left[R^{+}, R^{+}\right]$and $F \in C[R, R], F$ satisfies the Lipschitz condition with Lipschitz constant $K$ and $F(0)$ $=0$ 。 Furthermore, assume that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \left(\frac{1}{t-t_{0}} \int_{t_{0}}^{0} f(u) d u\right)>\frac{K^{2}}{2} . \tag{5.2}
\end{equation*}
$$

By taking $V(t, x)=x^{2}, A(t)=\exp \left[2 \int_{0}^{t} f(u) d u\right]$, it is easy to see that
$A(t) L V(t, \phi(0), \phi)+A^{\prime}(t) V(t, \phi(0)) \leqslant K^{2} V(t-\tau, x(t-\tau)) A(t)$.

The comparison equation is $u^{\prime}=-2 f(t) u+K^{2} u(t-\tau)$. Consequently, $u \equiv 0$ is asymptotically stable, in view of (5.2). Hence, by Theorem 4.3, it follows that the trivial solution of (5.1) is asymptotically stable in the mean.
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# The evaluation of "Kondo" and other integrals of arbitrary range 

Norman Louat<br>Department of Physics, The University of Connecticut, Storrs, Connecticut 06268 (Received 9 October 1973)

It is pointed out that integrals over arbitrary ranges and indefinite integrals may often be obtained very simply by the methods of contour integration.

By resorting to Fourier transforms Glasser ${ }^{1}$ has evaluated integrals of the form

$$
\begin{equation*}
I_{n m}=\int_{-D}^{D} \frac{\omega^{n}}{\left(\omega^{2}+\Delta^{2}\right)^{m}} \frac{d \omega}{\left(e^{B \omega}+1\right)} \tag{1}
\end{equation*}
$$

where $n$ and $m$ are integers. The difficulty overcome by Glasser lies in the fact that $D$ is arbitrary. We shall show here that such integrals may be evaluated through contour integration as a matter of routine. In essence this procedure is not new but seems to have been repeatedly forgotten and rediscovered. The first reference of which the author is aware is in Whittaker and Watson ${ }^{2}$ in the form of a problem for the student. Later discussions have been couched in complex terms. Accordingly, we shall here present the matter stripped to its essentials and then point out some rather obvious generalizations which do not appear to have been noted.

## Given the integral

$$
\begin{equation*}
I=\int_{a}^{b} f(x) d x \tag{2}
\end{equation*}
$$

we consider the contour integral

$$
\begin{equation*}
I_{c}=\int f(z) \ln [(z-b) /(z-a)] d z \tag{3}
\end{equation*}
$$

with a contour which consists of the two lines joining the branch points at $z=b, z=a$ and the circle at infinity.

Now provided $f(z)$ is a single-valued function in the interval of integration, the integrand of Eq. (3) takes the values

$$
[\ln (x-a) /(x-b)+\pi i] f(x)
$$

and

$$
[\ln (x-a) /(x-b)-\pi i] f(x)
$$

on the upper and lower lines $a-b$, respectively. Accordingly, provided $f(z)$ is single valued everywhere and without poles in the interval of integration, we have

$$
\begin{align*}
I_{c} & =2 \pi i \int_{a}^{b} f(x) d x+\int_{\Gamma} f(z) \ln [(z-b) / z-a] d z \\
& =2 \pi i \times \text { sum of residues of } f(z) \ln [z-b) /(z-a)] \tag{4}
\end{align*}
$$

where the second integral represents the contribution from the great circle $\Gamma$. It may be noted that: (1) This
procedure may be generalized immediately to cover integration over any number of segments. Furthermore, the weight accorded to each interval need not be the same. This is clear from a consideration of the function

$$
\begin{equation*}
\ln \left[\left(\frac{z-a_{1}}{z-b_{1}}\right)^{\alpha_{1}}\left(\frac{z-a_{2}}{z-b_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{z-a_{n}}{z-b_{n}}\right)^{\alpha_{n}}\right] . \tag{5}
\end{equation*}
$$

(2) The method also lends itself to the evaluation of indefinite integrals. Thus, e.g., the use of the function $\ln [(z-b) /(z-a)]$ with the function to be integrated $f(x)$ leads to a result

$$
\begin{equation*}
I=F(b)-F(a) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d F(x)}{d x}=f(x) . \tag{7}
\end{equation*}
$$

To illustrate the method we shall now evaluate the generic integral considered by Glasser:

$$
\begin{equation*}
I=\int_{-D}^{D} \frac{\omega}{\left(\omega^{2}+\Delta^{2}\right)} \frac{d \omega}{\left(e^{B \omega}+1\right)} . \tag{8}
\end{equation*}
$$

We consider then

$$
I_{c}=\oint \frac{z}{\left(z^{2}+\Delta^{2}\right)} \frac{1}{\left(e^{B z}+1\right)} \ln \frac{z-D}{z+D} d z
$$

For this function there are simple poles at $z= \pm i \Delta$ and at $z= \pm i(k \pi / B)$ provided $B \Delta \neq k \pi$ where $k$ is any positive odd integer.

It is clear from inspection that the integral around $\Gamma$ vanishes. The evaluation of the residues is straightforward and we obtain

$$
I=\tan ^{-1} \frac{D}{\Delta} \tan \frac{B \Delta}{2}+4 \pi \sum_{k \text { odd }} \frac{k}{B^{2} \Delta^{2}-k^{2} \pi^{2}} \tan ^{-1} \frac{\Delta B}{k \pi}
$$

which is the result given by Glasser !
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# The unitarity equation for scattering in the absence of spherical symmetry 

Michael Tortorella<br>Department of Mathematics, University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53211<br>(Received 26 December 1973)


#### Abstract

We consider the problem of determining the scattering amplitude from the differential cross section at a fixed energy by using the unitarity equation when the scattering potential does not have spherical symmetry. We indicate some of the problems peculiar to this case. We prove two existence and uniqueness theorems. We give an example of nonuniqueness.


## 1. INTRODUCTION

The purpose of this article is to give an account of some of the existence and uniqueness questions which arise in connection with the problem of determining the scattering amplitude from the differential cross section at a fixed energy by using the unitarity condition for the scattering of scalar waves in the absence of spherical symmetry. We take the differential cross section as given with infinite accuracy. A forthcoming article will discuss the interesting question of how experimental uncertainties affect the construction of solutions of the unitarity equation, both in this case and in the case in which there is spherical symmetry.

The principal results in this article can be summarized as follows. We first show that the additional necessary condition imposed by the absence of spherical symmetry leads us naturally to consideration of a set of functions which is nowhere dense in the space $C_{\mathbb{G}}(S \times S)$, the Banach space of continuous complexvalued functions defined on the compact set $S \times S$, where $S$ is the unit sphere in $\mathbb{R}^{3}$, with the usual maximum norm. Next we prove two uniqueness theorems for the unitarity equation in this case. One of these is quite elementary, and has been known to the author for some time. The other is a generalization of a theorem given by Atkinson, Johnson, and Warnock. ${ }^{1}$ We also point out a minor error in their proof, and it is easily corrected, as is seen below. Finally, we give an example to show that at least one of the hypotheses of this lastmentioned theorem cannot be dispensed with.

## 2. A FEATURE PECULIAR TO THIS CASE

We shall use the unitarity equation in the form

$$
\begin{equation*}
4 \pi \operatorname{Im} f\left(\hat{n}_{1}, \hat{n}_{2}\right)=\int_{S} f\left(\hat{n}_{1}, \hat{n}\right) \overline{f\left(\hat{n}_{2}, \hat{n}\right)} d \Omega(\hat{n}) \tag{2.1}
\end{equation*}
$$

where $f$ is proportional to the scattering amplitude, and $\hat{n}_{1}, \hat{n}_{2}, \hat{n}$ are unit vectors in $\mathbb{R}^{3}$ [see Ref. 2, expression (10), or Ref. 3, expression (1)]. We shall suppose that there is no spherical symmetry, but that the scattering potential has inversion symmetry, so that we have $f\left(\hat{n}_{2}, \hat{n}_{1}\right)=f\left(\hat{n}_{1}, \hat{n}_{2}\right)$ and (2.1) is valid (Ref. 2, part I). As usual, we obtain the two equations

$$
\begin{align*}
& 4 \pi \operatorname{Im} f\left(\hat{n}_{1}, \hat{n}_{2}\right)= \int_{S}\left[\operatorname{Re} f\left(\hat{n}_{1}, \hat{n}\right) \operatorname{Re} f\left(\hat{n}_{2}, \hat{n}\right)\right. \\
&\left.+\operatorname{Im} f\left(\hat{n}_{1}, \hat{n}\right) \operatorname{Im} f\left(\hat{n}_{2}, \hat{n}\right)\right] d \Omega,  \tag{2.2a}\\
& 0=\int_{S}\left[\operatorname{Re} f\left(\hat{n}_{1}, \hat{n}\right) \operatorname{Im} f\left(\hat{n}_{2}, \hat{n}\right)-\operatorname{Re} f\left(\hat{n}_{2}, \hat{n}\right) \operatorname{Im} f\left(\hat{n}_{1}, \hat{n}\right)\right] d \Omega . \tag{2.2b}
\end{align*}
$$

Lemma 3.1: Let $G$ : $S \times S \rightarrow \mathbb{R}^{+}$be continuous, $M(G)<1$, and let $\varphi$ be a square-integrable solution of the equation $\varphi=M_{1}(\varphi)$. Then $0 \leqslant \varphi\left(\hat{n}_{1}, \hat{n}_{2}\right) \leqslant \arcsin M(G)$ for almost every $\left[d_{2} \Omega\right] \hat{n}_{1}$ and $\hat{n}_{2}$ in $S$.

Proof: The proof of this result given by Martin ${ }^{6}$ for continuous solutions in the spherically symmetric case is still valid in this more general case.

The importance of this lemma is that if we restrict $M(G)$ to be less than one, we need only look for fixed points of $M$ in the set $D=\left\{\varphi \in X: 0 \leqslant \varphi\left(\hat{n}_{1}, \hat{n}_{2}\right)\right.$ $\left.\leqslant \arcsin M(G), \hat{n}_{1}, \hat{n}_{2} \in S\right\}$, where $X$ is the appropriate function space.

Theorem 3.2: Let $G$ : $S \times S \rightarrow \mathbb{R}^{+}$be continuous and nonvanishing, and suppose $M(G)<\left[8^{-1}(\sqrt{17}-1)\right]^{1 / 2} \approx 0.6255$. Then there is a unique continuous solution of the equation $\varphi=M(\varphi)$. The solution is the limit of a sequence of successive approximations which converges uniformly on $S \times S$.

Proof: Let $X=C_{\mathbf{R}}(S \times S)$ and let $D$ be as above. Then because $M(G)<1, M: D \rightarrow D$. Let $\varphi_{1}, \varphi_{2} \in D$. From the identity $\cos A-\cos B=2 \sin \frac{1}{2}(A+B) \sin \frac{1}{2}(A-B)$ follows the Lipschitz condition

$$
\left\|M\left(\varphi_{1}\right)-M\left(\varphi_{2}\right)\right\| \leqslant 2 M(G)^{2}\left[1-M(G)^{2}\right]^{-1 / 2}\left\|\varphi_{1}-\varphi_{2}\right\|,
$$

and then the result follows from the Banach contraction mapping principle.

The next theorem gives other sufficient conditions for the existence of a unique solution of Eq. (2, 2a).

Theorem 3, 3: Let $G: S \times S \rightarrow \mathbb{R}^{+}$be continuous and nonvanishing, and suppose $M(G)<1$ and $M_{1}(G)<1$. Then there is a unique square-integrable solution of the equation $\varphi=M(\varphi)$. The solution is the limit of a sequence of successive approximations which converges in the norm of $L^{2}\left(S \times S, d_{2} \Omega\right)$.

Proof: Let $X$ be the completion of $C_{\mathbf{R}}(S \times S)$ in the norm

$$
\begin{equation*}
\|x\|^{2}=\int_{s \times S} G\left(\hat{n}_{1}, \hat{n}_{2}\right)\left|x\left(\hat{n}_{1}, \hat{n}_{2}\right)\right|^{2} d_{2} \Omega . \tag{3.1}
\end{equation*}
$$

$X$ is the Hilbert space of real-valued measurable functions on $S \times S$ which are square-integrable in the measure $G d_{2} \Omega$, which is the measure $d \Omega \times d \Omega$ on $S \times S$ with the weight $G$. Since $G>0$, the norm (3.1) is equivalent to the usual norm on $L^{2}\left(S \times S, d_{2} \Omega\right)$. Let
$D=\left\{\varphi \in X: 0 \leqslant \varphi\left(\hat{n}_{1}, \hat{n}_{2}\right) \leqslant \arcsin M(G)\right.$ a.e. $\left.\left[d_{2} \Omega\right]\right\} ;$
$D$ is a closed convex subset of $X$, and hence is a complete metric space with the distance induced by the norm (3.1). To solve (2.2a), we seek a fixed point of $M$ in $D$. Since $M(G)<1, M: X \rightarrow D$; in particular, $M: D \rightarrow D$. Also, at each $\varphi \in D, M$ has a Gateaux variation $\delta M(\varphi: x)$ which satisfies the following equation: for every $x \in X$ and $\varphi \in D$,

$$
\begin{align*}
& 4 \pi G\left(\hat{n}_{1}, \hat{n}_{2}\right) \cos M(\varphi)\left(\hat{n}_{1}, \hat{n}_{2}\right) \delta M(\varphi ; x)\left(\hat{n}_{1}, \hat{n}_{2}\right) \\
& =\int_{s} G\left(\hat{n}_{1}, \hat{n}\right) G\left(\hat{n}_{2}, \hat{n}\right) \sin \left[\varphi\left(\hat{n}_{1}, \hat{n}\right)-\varphi\left(\hat{n}_{2}, \hat{n}\right)\right] \\
& \quad \times\left[x\left(\hat{n}_{2}, \hat{n}\right)-x\left(\hat{n}_{1}, \hat{n}\right)\right] d \Omega \tag{3.2}
\end{align*}
$$

This is the defining equation for the Gateaux variation of $M$ at $\varphi$ in the direction $x_{0}{ }^{7}$ Using (2.2a), (3.2), and
the method of Martin (Ref. 6, pp. 137-39), we obtain the inequality

$$
\begin{aligned}
& \int_{S \times S} G\left(\hat{n}_{1}, \hat{n}_{2}\right)\left|\delta M(\varphi ; x)\left(\hat{n}_{1}, \hat{n}_{2}\right)\right|^{2} d_{2} \Omega \\
& \quad \leqslant M_{1}(G) \int_{S \times S} G\left(\hat{n}_{1}, \hat{n}_{2}\right)\left|x\left(\hat{n}_{1}, \hat{n}_{2}\right)\right|^{2} d_{2} \Omega .
\end{aligned}
$$

In the language of the norm (3.1), this is $\|\delta M(\varphi ; x)\|$ $\leqslant M_{1}(G)^{1 / 2}\|x\|$ for every $x \in X$ and $\varphi \in D$, or $\|\delta M(\varphi ; \cdot)\|$ $\leqslant M_{1}(G)^{1 / 2}$ for every $\varphi \in D$. Let $\varphi_{1}, \varphi_{2} \in D$ and apply a mean value theorem (Ref. 7, theorem 5.4) to obtain the estimate

$$
\begin{aligned}
& \left\|M\left(\varphi_{1}\right)-M\left(\varphi_{2}\right)\right\| \leqslant\left\|\varphi_{1}-\varphi_{2}\right\| \\
& \quad \times \sup \left\{\left\|\delta M\left((1-t) \varphi_{1}+t \varphi_{2} ; \cdot\right)\right\|: 0 \leqslant t \leqslant 1\right\} \\
& \quad \leqslant M_{1}(G)^{1 / 2}\left\|\varphi_{1}-\varphi_{2}\right\| .
\end{aligned}
$$

By the Banach contraction mapping principle, there is then exactly one solution of (2.2a) in $D$. But by Lemma 3.1, because $M(G)<1$, all solutions of (2.2a) are in $D$, so that this solution is the only one in all of $X$. The square-integrability of the solution and the convergence of the approximations in $L^{2}\left(S \times S, d_{2} \Omega\right)$ follow from the equivalence of the norm (3.1) and the usual norm on $L^{2}\left(S \times S, d_{2} \Omega\right)$.

Remarks: (1) In the spherically symmetric case, $\int_{S} G\left(\hat{n}_{1}, \hat{n}\right) d \Omega$ is independent of $\hat{n}_{1}$; and so no "sup" is required in the definition of $M_{1}(G)$, and in this case the condition $M_{1}(G)<1$ is the original condition of Martin (Ref. 6, expression 31).
(2) Theorem 3.2 is not included in Theorem 3.3 because it is presumably possible that $M(G)<0.6255$ while $M_{1}(G)>1$. Of course, in the spherically symmetric case this cannot occur.
(3) A significant difference in this case in which no spherical symmetry is present is that we cannot guarantee that the solution $\varphi$ which corresponds to the continuous $G$ is itself continuous. In the spherically symmetric case, an easy approximation argument shows that if $G$ is continuous and $M(G)<1$, then $M$ takes $L^{2}$ functions onto continuous functions (Anderson, Johnson, and Warnock also show this in a different way in Ref. 1, Theorem 2). When there is no spherical symmetry, if $G$ is continuous and satisfies $\int_{S} G\left(\hat{n}_{1}, \hat{n}\right) d \Omega \leqslant 4 \pi \mu G\left(\hat{n}_{1}, \hat{n}_{1}\right)$ for some $\mu<1$ and every $\hat{n}_{1}, \hat{n}_{2} \in S$, then $M(\varphi)$ is at least continuous in the forward direction (i.e., on the diagonal $\hat{n}_{2}=\hat{n}_{1}$ ), because

$$
\begin{aligned}
& 4 \pi\left|M(\varphi)\left(\hat{n}_{1}, \hat{n}_{1}\right)-M(\varphi)\left(\hat{n}_{1}^{\prime}, \hat{n}_{1}^{\prime}\right)\right| \\
& \quad \leqslant\left(1-\mu^{2}\right)^{-1 / 2} \int_{s}\left|\frac{G\left(\hat{n}_{1}, \hat{n}\right)^{2}}{G\left(\hat{n}_{1}, \hat{n}_{1}\right)}-\frac{G\left(\hat{n}_{1}^{\prime}, \hat{n}^{2}\right.}{G\left(\hat{n}_{1}^{\prime}, \hat{n}_{1}^{\prime}\right)}\right| d \Omega .
\end{aligned}
$$

(4) The transformation $M$, even in the spherically symmetric case, is not Frechet differentiable in the space $X$ (or in $L^{2}[-1,1]$ in the spherically symmetric case). Thus, the mean value theorem as it appears in Dieudonne, ${ }^{8}$ which is used in Ref. 1, Theorem 2, is not applicable. However, this is not at all serious, since, as we have seen, $M$ has a Gateaux variation (in fact it can be shown that $M$ has a Gateaux derivature) and there
are stronger mean value theorems available than 8.5.4 of Dieudonne: for example, the one we used in Theorem 3.3, or proposition 2.3 of Ref. 9. Also, as indicated in remark (1), our Theorem 3.3 includes the spherically symmetric case as a special case. An excellent discussion of many of the aspects of differentials in nonlinear analysis is given in Ref. 7.

## 4. AN EXAMPLE OF NONUNIQUENESS

The following example illustrates that the hypothesis that $G$ be nonvanishing cannot be relaxed in uniqueness theorems such as Theorems 3.2 and 3.3. The idea for this example is due to Professor Michael Golomb, and the author wishes to express his gratitude to Professor Golomb for his help.

Let $\psi$ be a real-valued continuous function on $S$ such that $\psi$ assumes both positive and negative values and $\int_{S}|\psi(\hat{n})|^{2} d \Omega=4 \pi$. Let $\alpha \in(0,1)$. Put $G\left(\hat{n}_{1}, \hat{n}_{2}\right)$ $=\alpha^{1 / 2}\left|\psi\left(\hat{n}_{1}\right) \| \psi\left(\hat{n}_{2}\right)\right|$ and $F\left(\hat{n}_{1}, \hat{n}_{2}\right)=\beta \psi\left(\hat{n}_{1}\right) \psi\left(\hat{n}_{2}\right)$, where $\beta$ $=\left(\alpha-\alpha^{2}\right)^{1 / 2}+i \alpha$. Then $|F|=G$ and $F$ satisfies (2.1) since $|\beta|^{2}=\alpha$ and $\psi$ is real-valued. Now let $\psi_{1}$ be constructed from $\psi$ by replacing $\psi(\hat{n})-\psi(\hat{n})$ in some places in such a way that $\psi_{1}$ is continuous. Then $F_{1}\left(\hat{n}_{1}, \hat{n}_{2}\right)=\beta \psi_{1}\left(\hat{n}_{1}\right) \psi_{1}\left(\hat{n}_{2}\right)$ also satisfies (2.1), and $\left|F_{1}\right|$ $=G$, but $F_{1} \neq F$ and $F_{1} \neq-\bar{F}$.

Also, we have $H\left(\hat{n}_{1}, \hat{n}_{2}, \hat{n}\right)=(4 \pi)^{-1} \alpha^{1 / 2} \psi(\hat{n})^{2}$, and so $M(G)=\alpha^{1 / 2}$. Putting $p^{*}=\sup \{|\psi(\hat{n})|: \hat{n} \in S\}$, we have $M_{1}(G) \leqslant 2 p^{*} \alpha^{1 / 2}\left(1-\alpha+\alpha^{2}\right)^{-1}$, and both $M(G)$ and $M_{1}(G)$ can be made less than one by choosing $\alpha$ small enough. Then all the hypotheses of Theorem 3.3 (or Theorem 3.2) are satisfied, except that $G$ be nonvanishing, and we have two (nontrivially different, see Ref. 3, Sec. 2) solutions of (2.1).

From the physical point of view, this example certainly seems rather contrived. However, it does serve to point out a difficulty which arises in treating the unitarity equation in a purely mathematical way. In fact, the example is all the more useful because it deals directly with Eq. (2.1), rather than with (2.2a).

## 5. CONCLUSION

While giving some results for the solution of the unitarity equation for scattering in the absence of spherical symmetry when the differential cross section is known, we have tried to point out some of the problems which arise which are peculiar to this case. The most promi-
nent of these is that, in this case, there is an additional necessary condition on the scattering amplitude, represented by equation (2, 2b). There is no reason to believe $a$ priori that a function which satisfies ( $2,2 \mathrm{a}$ ) will also satisfy (2.2b) without some further conditions; in fact, we have seen (Proposition 2.1) that the set of solutions of (2.2b) is rather widely distributed in $C_{c}(S \times S)$. Thus the conditions given in Theorems 3.2 and 3.3 are sufficient conditions only for the uniqueness of solutions of ( 2.1 ) [while they do give existence for (2.2a)]; the treatment of the question of existence of solutions of (2.1) must also take into account Eq. (2.2b). We do know that using these theorems, we cannot expect any better conditions for existence of solutions of (2.1); however, other methods may yield more promising results.

We have also given an example to show that even under fairly restricted assumptions on the differential cross section, if this cross section vanishes, Eq. (2.1) may have two essentially different solutions. This example as given is peculiar to this case in which there is no spherical symmetry, for this construction cannot be made if the potential is spherically symmetric.
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# The power spectrum of the Mellin transformation with applications to scaling of physical quantities 
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#### Abstract

The Mellin transform is used to diagonalize the dilation operator in a manner analogous to the use of the Fourier transform to diagonalize the translation operator. A power spectrum is also introduced for the Mellin transform which is analogous to that used for the Fourier transform. Unlike the case for the power spectrum of the Fourier transform where sharp peaks correspond to periodicities in translation, the peaks in the power spectrum of the Mellin transform correspond to periodicities in magnification. A theorem of Wiener-Khinchine type is introduced for the Mellin transform power spectrum. It is expected that the new power spectrum will play an important role extracting meaningful information from noisy data and will thus be a useful complement to the use of the ordinary Fourier power spectrum.


## 1. INTRODUCTION

In Refs. 1 and 2 we introduced the scale-Euclidean group in one and three dimensions and showed how physical quantities could be expanded in terms of the irreducible representations of the group. One could then use the expansion to construct correlations between physical quantities which are independent of the translation of the origin of coordinates, of the units used in measuring the physical quantities, and of the orientation of the axes (in three dimensions). The expansion which was given is a generalization of a Fourier expansion and the Fourier coefficients provide a basis for diagonalizing the translation operator. One can introduce a power spectrum in the Fourier transform space, which is a slight modification of the usual power spectrum that has been found so useful in data analysis, particularly when noise is present.

One of the elements of the scale-Euclidean group is the dilation. One can expand the physical quantities in terms of the irreducible representations of the dilation operator and define a power spectrum in terms of the amplitudes. This expansion corresponds to the use of the (imaginary) Mellin transform. The power spectrum associated with the Fourier transform can be used to detect periodicities in the physical function, since the wavenumbers at which sharp peaks of the spectrum occur give the wavelength of such periodicities. By contrast, the positions of the peaks in the spectrum associated with the Mellin transform give the magnification (or compression) which will reproduce features in the physical function. We believe that the power spectrum associated with the Mellin transform is as important as the power spectrum associated with the Fourier transform. The use of both power spectra together appears to be a most useful tool in extracting meaningful features from data.

It is the object of the present paper to show the utility (theoretically, at least) of the Mellin transform in the one-dimensional case. We shall therefore review briefly the expansions of physical quantities in terms of the scale-Euclidean group in the one-dimensional case and show how the Mellin transform makes its appearance. We shall then review properties of the power spectrum associated with the Fourier transform and give the analogs of those associated with the Mellin transform. Finally, we shall derive an analog of the Wiener-

Khinchine theorem which will greatly simplify the calculation of the new power spectrum.

## 2. THE SCALE-TRANSLATION GROUP. EXPANSIONS OF PHYSICAL QUANTITIES IN TERMS OF THE IRREDUCIBLE REPRESENTATIONS

## A. The group and its irreducible representations

We shall concern ourselves with the scale-translation group in one dimension which is a subgroup of the scaleEuclidean group in one dimension. Let us consider a one-dimensional coordinate system, in which the coordinate is labelled $x$. The variable $x$ may be a space variable or a time variable. For many applications, the interpretation as a time variable is more interesting.

We label the transformation of the coordinate

$$
\begin{equation*}
x^{\prime}=x-a \tag{1}
\end{equation*}
$$

$T(a)$. This transformation is called the translation.
The transformation

$$
\begin{equation*}
x^{\prime}=e^{\lambda} x \tag{2}
\end{equation*}
$$

is called the scale transformation or dilation and corresponds to a change of scale. The transformation is denoted by $S(\lambda)$. The set of transformations form a group with the multiplication laws

$$
\begin{align*}
& T(0)=S(0)=1, \quad T(a) T(b)=T(a+b) \\
& S(\lambda) S(\mu)=S(\lambda+\mu), \quad S(\lambda) T(a)=T\left(e^{\lambda} a\right) S(\lambda) \tag{3}
\end{align*}
$$

where $I$ is the identity transformation.
The scale-translation group is the abstract group whose elements satisfy the multiplication rules (3). In Ref. 1 it is shown that irreducible unitary representations of the group in a separable Hilbert space are two in number. The Hilbert space corresponding to one of the representations is the space of complex functions $\{f(p)\}$ defined for $p>0$. The inner product and unitary operators are defined by

$$
\begin{equation*}
\left(f^{(1)}, f\right)=\int_{0}^{\infty} f^{(1) *}(p) f(p) \frac{d p}{|p|} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
T(a) f(p)=\exp (i a p) f(p), \quad S(\lambda) f(p)=f[\exp (\lambda) p] \tag{5}
\end{equation*}
$$

where the asterisk means complex conjugate and the unitary operators are given the same name as the corresponding elements of the transformation and abstract
groups. We shall always label the operators this way in any representation.

The second irreducible representation consists of the space of functions $\{f(p)\}$ defined for $p<0$ with the inner product

$$
\begin{equation*}
\left(f^{(1)}, f\right)=\int_{-\infty}^{0} f^{(1) *}(p) f(p) \frac{d p}{|p|} \tag{6}
\end{equation*}
$$

The operators representing the group elements are given by Eq. (5).
[It should be mentioned that our results for the irreducible representations of the scale-translation group in Ref. 1 were anticipated in Ref. 3 in a different form and with a different derivation. However, the expansion of physical quantities in terms of the irreducible representations, the definition of correlations, and the generalization to three dimensions which are given in Refs. 1 and 2 are not in Ref. 3.]

## B. Physical quantities and their expansion in terms of the irreducible representations

We now consider field quantities or physical quantities $v(x)$. The quantity $v$ might, for example, be a linear density or velocity component in one dimension. It will have a dimensionality in units of length $L$. For example, if $v(x)$ is a linear density, $v(x) \sim L^{-1}$. If $v(x)$ is a velocity, $v(x) \sim L$. If we now regard $x$ as time instead of a distance, and take $v(x)$ to be an acceleration, $v(x) \sim L^{-2}$. Generally we shall write as an expression of dimensionality,

$$
\begin{equation*}
v(x) \sim L^{N} \tag{7}
\end{equation*}
$$

where $N$ is any real number.
Under the transformation $T(a), v(x)$ transforms to $v^{\prime}\left(x^{\prime}\right)$ which is the same variable measured in the transformed frame. Clearly

$$
\begin{equation*}
v^{\prime}(x)=v(x+a) \tag{8}
\end{equation*}
$$

We shall write Eq. (8) as an operator relation

$$
\begin{equation*}
T(a) v(x)=v(x+a) \tag{9}
\end{equation*}
$$

Similarly under the scale transformation $S(\lambda)$

$$
\begin{equation*}
v^{\prime}(x)=\exp (N \lambda) v[\exp (-\lambda) x] \tag{10}
\end{equation*}
$$

which is in operator notation

$$
\begin{equation*}
S(\lambda) v(x)=\exp (N \lambda) v[\exp (-\lambda) x] \tag{11}
\end{equation*}
$$

On constructing the space of functions $\{v(x)\}$ with the same dimensionality $N$, it is seen that the operators $T(a)$ and $S(\lambda)$ are linear operators. Furthermore, they satisfy the multiplication laws Eq. (3) for the scaletranslation group. Hence the space $\{v(x)\}$ provides a representation of the scale-translation group for every $N$.

Let us now assume that the functions $v(x)$ have a Fourier transform and that their average is zero, i.e.,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} v(x) d x=0 . \tag{12}
\end{equation*}
$$

That is, we regard $v(x)$ as being measured from a mean value.

We may then write

$$
\begin{equation*}
v(x)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{-(N+1)} f(p) \exp (i p x) d p \tag{13}
\end{equation*}
$$

From Eq. (12) it follows that

$$
\begin{equation*}
\lim _{|p|=0}|p|^{-(N+1)} f(p)=0 \tag{14}
\end{equation*}
$$

It is readily seen that
$T(a) v(x)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{-(N+1)}[T(a) f(p)] \exp (i p x) d p$,
$S(\lambda) v(x)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{-(N+1)}[S(\lambda) f(p)] \exp (i p x) d p$,
where $T(a) f(p)$ and $S(\lambda) f(p)$ are defined in Eq. (5). Thus, by rewriting the Fourier amplitudes slightly, we have been able to reduce the representation of the group operators acting on the physical quantities. In particular, it is noted that the translation operator is diagonalized. It is also to be noted that the functions $f(p)$ are dimensionless.

We shall now introduce an inner product between two functions $v^{(1)}(x)$ and $v(x)$ of the set $\{v(x)\}$, namely

$$
\begin{equation*}
\left(v^{(1)}, v\right)=\int_{-\infty}^{+\infty} f^{(1) *}(p) f(p) \frac{d p}{|p|} \tag{17}
\end{equation*}
$$

With this inner product, the representation of the operators acting on $\{v(x)\}$ is a unitary representation and Eqs. (13), (15), and (16) give the reduction of this representation to the irreducible unitary representations of the group.

The inner product ( $v^{(1)}, v$ ) is invariant under the transformations of the group, that is, it has the same value under the translation of the coordinate Eq. (1) and under the change of scale of units Eq. (2). In Ref. 1 we defined the correlation between $v^{(1)}(x)$ and $v(x)$ as being the inner product (17). Hence this correlation is invariant under the transformations of the group. We further defined the translation autocorrelation (TAC) as being given by ( $v, T(a) v$ ) which is closely related to the usual autocorrelation except that it is now scaleinvariant. Furthermore, we defined a new type of autocorrelation called the scale autocorrelation (SAC) by ( $v, S(\lambda) v$ ). The TAC compares a function with itself when the function is shifted. The SAC compares a function with itself when it is stretched.

As usual the norm of $v(x)$, denoted by $\|v\|$, is defined by

$$
\begin{equation*}
\|v\|=[(v, v)]^{1 / 2} \tag{18}
\end{equation*}
$$

and is an invariant magnitude of the physical quantity.
It is readily seen that a necessary and sufficient condition that $v(x)$ be real is that

$$
\begin{equation*}
f(-p)=f^{*}(p) \tag{19}
\end{equation*}
$$

in the expansion Eq. (13).
The power spectrum of $v(x)$ in this representation, in which the operator $T(a)$ is diagonal, is defined by $|f(p)|^{2}$ which is nondimensional. The amount of power in the interval $a<p<b$ is

$$
\int_{a}^{b}|f(p)|^{2} \frac{d p}{|p|}
$$

## 3. DIAGONALIZATION OF THE SCALE TRANSFORMATION OPERATOR THROUGH THE USE OF THE IMAGINARY MELLIN TRANSFORM

## A. Transformation from the space in which $T(a)$ is diagonal to the space in which $S(\lambda)$ is diagonal

For $-\infty<s<+\infty$ and $m= \pm 1$, let us define the complex function $G(s, m)$ by

$$
\begin{align*}
& G(s,+1)=(2 \pi)^{-1 / 2} \int_{0}^{\infty}|p|^{-i s-1} f(p) d p  \tag{20}\\
& G(s,-1)=(2 \pi)^{-1 / 2} \int_{-\infty}^{0}|p|^{-i s-1} f(p) d p \tag{21}
\end{align*}
$$

It is readily seen that the inverse of Eqs. (20) and (21) are respectively

$$
\begin{align*}
& f(p)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{i s} G(s,+1) d s \text { for } p>0  \tag{22}\\
& f(p)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{i s} G(s,-1) d s \text { for } p<0 \tag{23}
\end{align*}
$$

These transformations provide another basis for the scale-translation group. From Eqs. (22) and (23) it follows that

$$
\begin{gather*}
S(\lambda) f(p)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{i s}[S(\lambda) G(s,+1)] d s \\
\text { for } p>0  \tag{24}\\
S(\lambda) f(p)=(2 \pi)^{-1 / 2} \int_{-\infty}^{+\infty}|p|^{i s}[S(\lambda) G(s,-1)] d s  \tag{25}\\
\text { for } p<0,
\end{gather*}
$$

where

$$
\begin{equation*}
S(\lambda) G(s, m)=\exp (i \lambda s) G(s, m) \tag{26}
\end{equation*}
$$

One also has preservation of the inner product in the form
$\int_{-\infty}^{+\infty} G^{(1) *}(s,+1) G(s,+1) d s=\int_{0}^{+\infty} f^{(1) *}(p) f(p) \frac{d p}{|p|}$,
$\int_{-\infty}^{+\infty} G^{(1) *}(s,-1) G(s,-1) d s=\int_{-\infty}^{0} f^{(1) *}(p) f(p) \frac{d p}{|p|}$.
The variable $m= \pm 1$ labels the two irreducible representations of the group. While the above statements can be verified directly, the motivation for the form of the transformation will be given in Appendix A, using techniques of Ref. 1.

The transformations Eqs. (20)-(23) are seen to be Mellin transforms with an imaginary argument is (see, e.g., Ref. 4). This transformation is related to the usual Mellin transform as the Laplace transform is related to the Fourier transform.

## B. Expansion of physical quantities in the new basis. Power spectra

By substituting Eqs. (22) and (23) into Eq. (13) we obtain the following expansion for $v(x)$ :
$v(x)=(2 \pi)^{-1} \sum_{m} \int_{-\infty}^{+\infty}(-i m x)^{N-i s} \Gamma(-N+i s) G(s, m) d s$.
The inverse transformation is

$$
\begin{equation*}
G(s, m)=(2 \pi)^{-1} \Gamma(N-i s+1) \int_{-\infty}^{+\infty}(i m x)^{i s-N-1} v(x) d x \tag{29}
\end{equation*}
$$

Equations (28) and (29) are verified in Appendix B. From Eqs. (17) and (27) the inner product of $v^{(1)}$ and $v$ is

$$
\begin{equation*}
\left(v^{(1)}, v\right)=\sum_{m} \int_{-\infty}^{+\infty} G^{(1) *}(s, m) G(s, m) d s \tag{30}
\end{equation*}
$$

We note that Eqs. (28) and (29) are a generalized imaginary Mellin transform pair.

We define the power spectrum with respect to the Mellin transform as

$$
\sum_{m}|G(s, m)|^{2}
$$

A necessary and sufficient condition that $v(x)$ be real is

$$
\begin{equation*}
G^{*}(s, 1)=G(-s,-1) \tag{31}
\end{equation*}
$$

## 4. SIGNIFICANCE OF PEAKS IN THE POWER SPECTRA

## A. Fourier power spectrum

Let us assume that the power spectrum $|f(p)|^{2}$ has a peak $p \sim k$. There is then a contribution to $v(x)$ from $f(p)$ in the vicinity of the peak given by

$$
\begin{equation*}
v_{k}(x) \sim(2 \pi)^{-1 / 2}|k|^{-(N+1)} f(k) \exp (i k x) \tag{32}
\end{equation*}
$$

If $v(x)$ is real, $f(p)$ also has a contribution near $p \sim-k$. The sum of the two contributions give

$$
\begin{equation*}
v_{k}(x) \sim(2 / \pi)^{1 / 2}|k|^{-(N+1)}|f(k)| \cos (k x+\phi), \tag{33}
\end{equation*}
$$

where $\phi$ is given by $f(k)=|f(k)| \exp (i \phi)$. For either Eq. (32) or Eq. (33).

$$
\begin{equation*}
v_{k}(x+2 \pi n / k) \sim v_{k}(x) \tag{34}
\end{equation*}
$$

where $n$ is any integer, positive or negative. Equation (34) states that $v(x)$ contains a feature which is invariant under translations which are multiples of the wavelength $\lambda=(2 \pi / k)$. Of course, this discussion is the familiar one for identifying peaks of the power spectrum with translationally invariant components. We are reviewing the theory because we shall give analogs to it when we consider the power spectrum associated with the Mellin transform.

If $f(p)$ were infinitely sharp at $p=k$, i.e., if $f(p)$ were a delta function centered at $p=k$, the approximations of Eqs. (32), (33), and (34) would be replaced by equalities. However, the peaks have a "line width." The approximations become increasingly poor with increasing line width. In particular, one expects the periodicity condition Eq. (34) to become increasingly poor with increasing values of $|n|$. We shall characterize the degree of approximation by giving a bound such that, if $|n|$ does not exceed this bound, the periodicity condition of Eq. (34) is satisfied within a prescribed error.

To obtain this criterion, we shall consider only the contribution to $v(x)$ from the peak. We shall thus take

$$
\begin{equation*}
f(p) \equiv 0 \text { for } p<k-\Delta \text { and for } p>k+\Delta \tag{35}
\end{equation*}
$$

where $2 \Delta$ is the line width $(0<2 \Delta<|k|)$.
Let us define the relative error in periodicity by

$$
\begin{equation*}
E=\|[T(2 \pi n / k)-I] v\| /\|v\| \tag{36}
\end{equation*}
$$

The error will depend on $n$ and on $\Delta$.
From Eqs. (17), (15), and (5),

$$
\begin{equation*}
\|v\|^{2}=\int_{k-\Delta}^{k+\Delta}|f(p)|^{2} \frac{d p}{|p|} \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\left[T\left(\frac{2 \pi n}{k}\right)-I\right] v\right\|^{2}=4 \int_{k-\Delta}^{k+\Delta}\left(\sin \frac{\pi n p}{k}\right)^{2}|f(p)|^{2} \frac{d p}{|p|} \tag{38}
\end{equation*}
$$

But by the second mean value theorem of integral calculus and from Eq. (37)

$$
\begin{align*}
\|[T(2 \pi n / k)-I] v\|^{2} & =4[\sin (\pi n / k)(k+\xi)]^{2}\|v\|^{2} \\
& =4[\sin (\pi n \xi / k)]^{2}\|v\|^{2}, \tag{39}
\end{align*}
$$

where

$$
-\Delta<\xi<+\Delta
$$

Thus

$$
\begin{equation*}
E<2 \pi(\Delta /|k|)|n| \tag{40}
\end{equation*}
$$

Thus if

$$
\begin{equation*}
|n|<(|k| / 2 \pi \Delta) E_{0} \tag{41}
\end{equation*}
$$

where $E_{0}$ is a prescribed (positive) limit of error, then

$$
\begin{equation*}
E<E_{0} \tag{42}
\end{equation*}
$$

Equations (41) and (42) provide the criterion.

## B. Mellin power spectrum

Let us assume that the Mellin power transform $\sum_{m}|G(s, m)|^{2}$ has a peak at $s=r$. Then at least one of the functions $G(s,+1)$ or $G(s,-1)$ also has a peak in absolute value near $s=r$. Without much loss in generality, let us assume that $G(s,+1)$ has this peak and that $G(s,-1)$ is small. The contribution to $v(x)$ from $G(s,+1)$ near the peak is

$$
\begin{equation*}
v_{r}(x) \sim(2 \pi)^{-1}(-i x)^{N-i r} \Gamma(-N+i r) G(r,+1) \tag{43}
\end{equation*}
$$

If $v(x)$ is real, $G(s,-1)$ has a peak near $-r$. The contribution of both peaks is given by

$$
\begin{align*}
& \left.\qquad v_{r}(x) \sim(\pi)^{-1} A|x|^{N} \exp [-\rho \pi r / 2)\right] \\
& \qquad \times \cos [r \log |x|+N \rho \pi / 2+\phi]  \tag{44}\\
& \text { where } \quad \rho=\operatorname{sgn} x, A=|G(r,+1) \Gamma(-N+i r)| \\
& \text { and } \phi \text { is given by }
\end{align*}
$$

$$
G(r,+1) \Gamma(-N+i r)=A e^{-i \phi}
$$

In either case $v_{r}(x)$ exhibits the property

$$
\begin{equation*}
\exp (N 2 \pi n / r) v_{r}[\exp (-2 \pi n / r) x]=S(2 \pi n / r) v_{r}(x) \sim v_{r}(x) \tag{45}
\end{equation*}
$$

where $n$ is a positive or negative integer.
The significance of Eq. (45) is that a peak in the power spectrum of the Mellin transform gives a contribution to $v(x)$ such that when this feature is stretched (for positive $n$ ) or compressed (for negative $n$ ) by multiplying the units by the scale factor $\exp (2 \pi n / r)$ it is identical to the original feature. Furthermore, the stretching and compressing needed to obtain the original feature is periodic. We believe that periodicities in scale may be as important as periodicities in translation, especially where noise is present. Moreover, one can set up a theory of noise using the Mellin transform in a very similar way to the usual theory in terms of the Fourier transform. It seems likely that the use of both transforms can lead to better ways of extracting meaningful information from a noisy background.

Fourier transform. It seems likely that the use of both transforms can lead to better ways of extracting meaningful information from a noisy background.

As in the Fourier power spectrum case, the width of the peak in the power spectrum determines the accuracy of Eqs. (43), (44), and (45). We can set up an error estimate similar to that of Eqs. (41) and (42). To study such a peak, let us defines

$$
\begin{equation*}
G(s, m) \equiv 0, \text { for } r-\Delta<s<r+\Delta \tag{46}
\end{equation*}
$$

We also define a relative error $E$ as in Eq. (36) but replace $T(2 \pi n / k)$ by $S(2 \pi n / r)$. Then Eqs. (41) and (42) hold with $|k|$ replaced by $|r|$.

## 5. A THEOREM OF WIENER-KHINCHINE TYPE

The direct way to obtain the new power spectrum $\sum_{m}|G(s, m)|^{2}$ is to use the Mellin transformation Eq. (29). While in principle there is no difficulty in using the Mellin transform, the numerical evaluation of such a transform has not yet been sufficiently studied to enable one to do this easily. We shall show that the power spectrum can be obtained using a Fourier transform. Of course, the Fourier transform has been studied exhaustively from a numerical point of view and therefore offers, for the present, great advantages.

The scale autocorrelation $F(\lambda)$ is defined by

$$
\begin{equation*}
F(\lambda)=(v, S(\lambda) v) \tag{47}
\end{equation*}
$$

But from Eqs. (5) and (17)

$$
\begin{equation*}
F(\lambda)=\int_{-\infty}^{+\infty} f^{*}(p) f[\exp (\lambda) p] \frac{d p}{|p|} \tag{48}
\end{equation*}
$$

where $f(p)$ is obtained from $v(x)$ using the somewhat generalized Fourier transform which is the inverse of Eq. (13):

$$
\begin{equation*}
f(p)=(2 \pi)^{-1 / 2}|p|^{(N+1)} \int_{-\infty}^{+\infty} v(x) \exp (-i p x) d x \tag{49}
\end{equation*}
$$

In Refs. 1 and 5 it is noted that if $|f(p)|$ has sharp maxima at $p=k_{i}(i=1,2, \cdots)$, then $|F(\lambda)|$, in general, has maxima at $\lambda=\lambda_{i j}$ where $\lambda_{i j}=\log \left(k_{i} / k_{j}\right)$. This property of $F(\lambda)$ helps one identify periodicities in $v(x)$ or, equivalently, peaks in the Fourier power spectrum.

On using Eq. (26) and Eq. (30), one obtains another expression for $F(\lambda)$, namely,

$$
\begin{equation*}
F(\lambda)=\int_{-\infty}^{+\infty}\left(\sum_{m}|G(s, m)|^{2}\right) \exp (i \lambda s) d s \tag{50}
\end{equation*}
$$

Thus the Mellin power spectrum is the Fourier transform of $F(\lambda)$ :

$$
\begin{equation*}
\sum_{m}|G(s, m)|^{2}=(2 \pi)^{-1} \int_{-\infty}^{+\infty} F(\lambda) \exp (-i \lambda s) d \lambda \tag{51}
\end{equation*}
$$

The substitution of the right-hand side of Eq. (48) gives the Mellin power spectrum entirely in terms of Fourier transforms.

Equations (48) and (51) constitute a theorem of the Wiener-Khinchine type.
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## APPENDIX A: DERIVATION OF THE TRANS. FORMATION BETWEEN THE REPRESENTATION WHICH DIAGONALIZES THE TRANSMISSION AND THAT WHICH DIAGONALIZES THE DILATION

For brevity we shall assume that the reader is acquainted with Ref. 1, particularly Sec. 4. References to equations therein will be denoted by a prime.

We consider the space of kets $|p\rangle$ for $p\rangle 0$ and for which the spectrum is continuous. Hence the kets satisfy the completeness relation Eq. (69)'.

We recollect that

$$
\begin{equation*}
|p\rangle=\exp (-i \mu D)|1\rangle, \quad \mu=\log p \tag{A1}
\end{equation*}
$$

from Eqs. $(50)^{\prime},(37)^{\prime}$, and (47)'.
Let the eigenvalues of the Hermitian operator $D$ be denoted by the real numbers $s$ and let the corresponding eigenkets be denoted by $|s\rangle$. Hence

$$
\begin{equation*}
D|s\rangle=s|s\rangle \tag{A2}
\end{equation*}
$$

Of course, the kets $|s\rangle$ also diagonalize $S(\lambda)$.

$$
S(\lambda)|s\rangle=\exp (i \lambda s)|s\rangle
$$

The transformation between the basis which diagonalizes the translation operator and that which diagonalizes the dilation operator is $\langle s \mid p\rangle$. But

$$
\begin{align*}
\langle s \mid p\rangle & =\langle s| \exp (-i \mu D)|1\rangle=\exp (-i \mu s) K(s) \\
& =\exp (-i s \log p) K(s)=p^{-i s} K(s) \tag{A3}
\end{align*}
$$

where $K(s)=\langle s \mid 1\rangle$. Now if $|s\rangle$ diagonalizes $S(\lambda)$, so does $\left[(2 \pi)^{1 / 2} K^{*}(s)\right]^{-1}|s\rangle$. On using the latter set of kets we have

$$
\begin{equation*}
\langle s \mid p\rangle=(2 \pi)^{-1 / 2} p^{-i s} \tag{A4}
\end{equation*}
$$

Now from the completeness relation Eq. (69)'

$$
\begin{equation*}
\left\langle s \mid s^{\prime}\right\rangle=\int_{0}^{\infty}\langle s \mid p\rangle \frac{d p}{|p|}\left\langle p \mid s^{\prime}\right\rangle \tag{A4a}
\end{equation*}
$$

On using Eq. (A4) and changing the variable of integration $p$ in a suitable fashion, one finds

$$
\begin{equation*}
\left\langle s \mid s^{\prime}\right\rangle=\delta\left(s-s^{\prime}\right) \tag{A5}
\end{equation*}
$$

which is the orthonormality relation between the kets.

> Similarly one finds

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\langle p \mid s\rangle d s\left\langle s \mid p^{\prime}\right\rangle=\delta\left(p-p^{\prime}\right) \tag{A6}
\end{equation*}
$$

Equation (A6) is a completeness relation for the kets $|s\rangle$ and is equivalent to the resolution of the identity

$$
\begin{equation*}
I=\int_{-\infty}^{+\infty}|s\rangle d s\langle s| \tag{A7}
\end{equation*}
$$

Equations (A6) and (A7) show that the spectrum of $D$ is continuous and extends over the entire real axis.

Let us define $G(s)$ as being $|\Phi\rangle$ in the $|s\rangle$ representation:

$$
\begin{equation*}
G(s)=\langle s \mid \Phi\rangle \tag{A8}
\end{equation*}
$$

Then from the completeness relation (69)'

$$
\begin{equation*}
G(s)=\int_{0}^{\infty}\langle s \mid p\rangle \frac{d p}{|p|}\langle p \mid \Phi\rangle \tag{A9}
\end{equation*}
$$

On using Eq. (A4) and (56)' one obtains (in a slightly different notation) Eq. (20). Equations (21), (22), and (23) are derived similarly.

## APPENDIX B: THE TRANSFORMATION FROM THE PHYSICAL SPACE TO THE SPACE IN WHICH THE DILATION OPERATOR IS DIAGONAL

On substituting Eqs. (22) and (23) into Eq. (13) we obtain

$$
\begin{equation*}
v(x)=(2 \pi)^{-1} \sum_{m} \int_{0}^{+\infty} p^{-(N+1)} \exp (i m x p) d p \int_{-\infty}^{+\infty} p^{i s} G(s, m) d s \tag{B1}
\end{equation*}
$$

Interchanging order of integration gives
$v(x)=(2 \pi)^{-1} \sum_{m} G(s, m) d s \int_{0}^{+\infty} p^{(i s-N-1)} \exp (i m p x) d p$.
But from Eqs. (4-1-7) and (4-1-8) of Ref. 4

$$
\begin{equation*}
\int_{0}^{+\infty} p^{(i s-N-1)} \exp (i m p x) d p=\Gamma(i s-N)(-i m x)^{N-i s} \tag{B3}
\end{equation*}
$$

On substituting Eq. (B3) into Eq. (B2) we obtain Eq.
(28). However, Eq. (B3) holds, as an expression for the integral, only for $-1\langle N / 0$. For other real values of $N$, Eq. (B3) is to be regarded as an equality in the sense of distributions. The proof that Eq. (B3) is an equality in the sense of distributions follows standard procedures. One multiplies both sides of Eq. (B3) by a suitable test function $f(x)$ and integrates with respect to $x$. On differentiating by parts in a suitable fashion one proves the result. For the sake of brevity we refrain from details.

Equation (29) is proved as follows: Eq. (49) is substituted into Eq. (20) and (21) and the order of integration is interchanged. The use of Eq. (B3) leads to the final result.
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The Lie algebra, which was introduced in a previous paper to treat the hypergeometric functions by Lie theory techniques, is used to derive generating functions of the hypergeometric functions. Several generating functions are obtained from the theory of multiplier representations. Weisner's method is also applied, giving another generating function.

## 1. INTRODUCTION

In a previous paper ${ }^{1}$ six operators forming the Lie algebra $D_{2}$ were introduced, which transform the hypergeometric functions among themselves. Therefore these operators can be used to treat the hypergeometric functions by Lie theory techniques. This is done in the present paper.

In Sec. 2 the Lie algebra $D_{2}$ is used to derive generating functions of the hypergeometric functions. First, three generators forming the subalgebra $s l(2)$ are employed. From the theory of multiplier representations of local Lie groups and the matrix elements of the representations ${ }^{2} D\left(u, m_{0}\right)$ and $\uparrow u$ of the algebra $s l(2)$, two generating functions of the hypergeometric functions are derived. Several interesting relations are obtained as special cases of them, in which a hypergeometric function is expanded in a series of hypergeometric functions of another variable.

Subsequently the boost operator in the direction $x_{3}$ is used to derive two more generating functions in a similar fashion. The matrix elements of this operator corresponding to finite rotations were employed, which were calculated recently ${ }^{3-6}$ for both series of unitary representations of the Lorentz group ${ }^{7,8}$, the principal series and the supplementary series. In Sec. 3 Weisner's method ${ }^{9}{ }^{10}$ is applied, and another generating function of the hypergeometric functions is derived.

In Ref. 1 we considered the operators

$$
\begin{align*}
& L_{12}=t \frac{\partial}{\partial t}, \\
& L_{14}= \frac{i}{2}\left[t\left(w \frac{\partial}{\partial w}-t \frac{\partial}{\partial t}+\sigma\right)+\frac{1}{t}\left((w-1) \frac{\partial}{\partial w}+t \frac{\partial}{\partial t}+\sigma\right)\right] \\
& L_{24}= \frac{1}{2}\left[-t\left(w \frac{\partial}{\partial w}-t \frac{\partial}{\partial t}+\sigma\right)+\frac{1}{t}\left((w-1) \frac{\partial}{\partial w}+t \frac{\partial}{\partial t}+\sigma\right)\right], \\
& L_{34}= i\left(2 w(w-1) \frac{\partial}{\partial w}+t \frac{\partial}{\partial t}+2(\sigma-k) w+k-\sigma\right),  \tag{1.1}\\
& L_{32}= \frac{\left[w\left(t^{2}-1\right)+1\right](2 w-1)}{2 t} \frac{\partial}{\partial w}+\frac{t^{2}-1}{2} \frac{\partial}{\partial t}-k \frac{w\left(t^{2}-1\right)+1}{t} \\
&+\sigma \frac{\left(t^{2}-1\right)(2 w-1)}{2 t}, \\
& L_{13}= i\left(\frac{\left[w\left(t^{2}+1\right)-1\right](2 w-1)}{2 t} \frac{\partial}{\partial w}+\frac{t^{2}+1}{2} \frac{\partial}{\partial t}-k \frac{w\left(t^{2}+1\right)-1}{t}\right.
\end{align*}
$$

$$
\left.+\sigma \frac{\left(t^{2}+1\right)(2 w-1)}{2 t}\right)
$$

which satisfy the commutation relations

$$
\begin{gather*}
{\left[L_{\mu \nu}, L_{\rho \lambda}\right]=i\left(g_{\nu \rho} L_{\mu \lambda}+g_{\mu \lambda} L_{\nu \rho}-g_{\mu \rho} L_{\nu \lambda}-g_{\nu \lambda} L_{\mu \rho}\right),} \\
g_{11}=g_{22}=g_{33}=-g_{44}=1 . \tag{1.2}
\end{gather*}
$$

Therefore the above operators form the Lie algebra $D_{2}$ in the notation of Cartan. If we write $L_{12}=M_{3}, L_{23}=M_{1}, \quad L_{31}=M_{2}, \quad L_{41}=N_{1}, \quad L_{42}=N_{2}, \quad L_{43}=N_{3}$, the Casimir operators are

$$
\mathrm{M}^{2}-\mathrm{N}^{2}=\sigma^{2}+(k+1)^{2}-1, \quad \mathrm{M} \cdot \mathrm{~N}=-i \sigma(k+1),
$$

i. e., the letters $\sigma$ and $k$ determine the eigenvalues of the Casimir operators, and therefore characterize the irreducible representations of the group generated by the operators $L_{\mu \nu}$ 。
We defined also in Ref. 1 the operators $J_{3}, J^{ \pm}$, and $H^{ \pm}$ by

$$
\begin{align*}
& L_{12}=J_{3}, \quad L_{14}=-\frac{i}{2}\left(J^{+}+J^{-}\right),  \tag{1.3}\\
& L_{24}=\frac{1}{2}\left(J^{+}-J^{-}\right), H^{ \pm}=L_{23} \pm i L_{23} .
\end{align*}
$$

Equations (1.1) and (1.3) give

$$
\begin{align*}
& J_{3}=t \frac{\partial}{\partial t}, \\
& J^{+}=-t\left(w \frac{\partial}{\partial w}-t \frac{\partial}{\partial t}+\sigma\right), \\
& J^{-}=-\frac{1}{t}\left((w-1) \frac{\partial}{\partial w}+t \frac{\partial}{\partial t}+\sigma\right) \tag{1.4}
\end{align*}
$$

which satisfy the commutation relations

$$
\begin{equation*}
\left[J_{3}, J^{ \pm}\right]= \pm J^{ \pm}, \quad\left[J^{+}, J^{-}\right]=2 J_{3} . \tag{1.5}
\end{equation*}
$$

Therefore the operators $J_{3}, J^{ \pm}$form the Lie algebra $s l(2)$.

It can be shown ${ }^{1}$ that the operators $L_{\mu \nu}$ of Eqs. (1.1) transform among themselves the functions $|u, m\rangle$
$=F(\sigma-u, \sigma+u+1 ; \sigma-m+1 ; w) t^{m}$, where
$F(\sigma-u, \sigma+u+1 ; \sigma-m+1 ; w)$ is the well-known Gauss hypergeometric function. For convenience we introduce the functions $|u, m\rangle^{\prime}$,

$$
\begin{equation*}
|u, m\rangle^{\prime}=\frac{\Gamma(m-\sigma)}{\Gamma(m-u)} F(\sigma-u, \sigma+u+1 ; \sigma-m+1 ; w) t^{m} \tag{1.6}
\end{equation*}
$$

for which we get

$$
\begin{aligned}
& L_{12}|u, m\rangle^{\prime}=m|u, m\rangle^{\prime} \\
& J^{\prime}|u, m\rangle^{\prime}=(m-u)|u, m+1\rangle^{\prime}, \\
& J^{-}|u, m\rangle^{\prime}=-(m+u)|u, m-1\rangle^{\prime}, \\
& H^{+}|u, m\rangle=\frac{(u-m) \sigma(k+1)}{u(u+1)}|u, m+1\rangle^{\prime}-\frac{(u+\sigma+1)(u-k)}{(u+1)(2 u+1)} \\
& \times|u+1, m+1\rangle^{\prime} \\
&-\frac{(u-\sigma)(u+k+1)(u-m)(u-m-1)}{u(2 u+1)} \\
& \times|u-1, m+1\rangle
\end{aligned}
$$

$$
H^{-}|u, m\rangle^{\prime}=\frac{(u+m) \sigma(k+1)}{u(u+1)}|u, m-1\rangle^{\prime}
$$

$$
\begin{equation*}
+\frac{(u+\sigma+1)(u-k)}{(u+1)(2 u+1)}|u+1, m-1\rangle \tag{1.7}
\end{equation*}
$$

$$
\left.\left.+\frac{(u-\sigma)(u+k+1)(u+m)(u+m-1)}{u(2 u+1)} \right\rvert\, u-1, m-1\right)^{\prime}
$$

$$
\begin{aligned}
L_{34}|u, m\rangle^{\prime}= & i\left(\frac{m \sigma(k+1)}{u(u+1)}|u, m\rangle+\frac{(u+\sigma+1)(u-k)}{(u+1)(2 u+1)}|u+1, m\rangle^{\prime}\right. \\
& \left.+\frac{(u-\sigma)(u+k+1)\left(m^{2}-u^{2}\right)}{u(2 u+1)}|u-1, m\rangle^{\prime}\right)
\end{aligned}
$$

The states $|u, m\rangle^{\prime}$ will be used in the next section.

## 2. GENERATING FUNCTIONS

Let us consider the multiplier representation induced by the operators $J_{3}, J^{+}$, and $J^{-}$of Eqs. (1.4). We want to calculate the expression

$$
\begin{equation*}
e^{b^{\prime} d^{+}} e^{c^{\prime} f^{*}} e^{\tau^{\prime} d_{3}} f(w, t) \tag{2.1}
\end{equation*}
$$

The complex parameters $b^{\prime}, c^{\prime}$, and $\tau^{\prime}$ are related to the representation $g$ of $S L(2, c)$,

$$
g=\left(\begin{array}{ll}
a & b  \tag{2.2}\\
c & d
\end{array}\right), \quad a d-b c=1
$$

by ${ }^{11}$

$$
\begin{equation*}
\exp \left(\tau^{\prime} / 2\right)=d^{-1}, \quad b^{\prime}=-b / d, \quad c^{\prime}=-c d \tag{2.3}
\end{equation*}
$$

The action of the group element $e^{\tau \cdot J_{3}}$ is obtained by
solving the differential equations

$$
\begin{equation*}
\frac{d t\left(\tau^{\prime}\right)}{d \tau^{\prime}}=t\left(\tau^{\prime}\right), \quad t(0)=t \tag{2.4}
\end{equation*}
$$

giving

$$
\begin{equation*}
t\left(\tau^{\prime}\right)=t e^{\tau^{\prime}}=t / d^{2} \tag{2.5}
\end{equation*}
$$

The action of the group element $e^{b^{\prime} J^{+}}$is obtained by solving the differential equations ${ }^{2}$

$$
\begin{align*}
\frac{d w\left(b^{\prime}\right)}{d b^{\prime}} & =-t\left(b^{\prime}\right) w\left(b^{\prime}\right), \quad \frac{d t\left(b^{\prime}\right)}{d b^{\prime}}=t^{2}\left(b^{\prime}\right), \quad \frac{d \nu\left(b^{\prime}\right)}{d b^{\prime}} \\
& =-\sigma t\left(b^{\prime}\right) \nu\left(b^{\prime}\right), \quad w(0)=w, \quad t(0)=t, \quad \nu(0)=1 \tag{2.6}
\end{align*}
$$

The solutions of the above equations are
$t\left(b^{\prime}\right)=\frac{t}{1-b^{\prime} t}=\frac{d t}{d+b t}, \quad w\left(b^{\prime}\right)=\left(1-b^{\prime} t\right) w=\frac{d+b t}{d} w$,
$\nu\left(b^{\prime}\right)=\left(1-b^{\prime} t\right)^{\sigma}=\left(\frac{d+b t}{d}\right)^{\sigma}$,
where Eqs. (2.3) have been used. Finally, the action of the element $e^{c / y}$ is found from the equations

$$
\frac{d w\left(c^{\prime}\right)}{d c^{\prime}}=-\frac{w\left(c^{\prime}\right)-1}{t\left(c^{\prime}\right)}, \quad \frac{d t\left(c^{\prime}\right)}{d c^{\prime}}=-1, \quad \frac{d \nu\left(c^{\prime}\right)}{d c^{\prime}}=-\frac{\sigma}{t\left(c^{\prime}\right)} \nu\left(c^{\prime}\right),
$$

$$
\begin{equation*}
w(0)=w, \quad t(0)=t, \quad \nu(0)=1 \tag{2.8}
\end{equation*}
$$

Solving the above equations, we get
$t\left(c^{\prime}\right)=t-c^{\prime}=t+c d, \quad w\left(c^{\prime}\right)=\frac{w\left(t-c^{\prime}\right)+c^{\prime}}{t}=\frac{w(t+c d)-c d}{t}$,

$$
\begin{equation*}
\nu\left(c^{\prime}\right)=\left(1-\frac{c^{\prime}}{t}\right)^{\sigma}=\left(1+\frac{c d}{t}\right)^{\sigma} \tag{2.9}
\end{equation*}
$$

Therefore, we get

$$
\begin{array}{r}
{[T(g) f](w, t)=e^{b^{\prime} J^{+}} e^{c^{\prime} d^{\prime}} e^{\tau \tau_{3}} f(w, t)=(d+b t)^{\sigma}\left(a+\frac{c}{t}\right)^{\sigma}} \\
\times f\left((d+b t)[(a+c / t)(w-1)+a], \frac{a+c / t}{d+b t} t\right) \tag{2.10}
\end{array}
$$

The operators $J_{3}, J^{+}$, and $J^{-}$form a basis of the complex Lie algebra sl(2). Let $f_{m_{0}+n}(w, t), n=0, \pm 1, \pm 2, \cdots$, be the basic vectors of the representation ${ }^{12} D\left(u, m_{0}\right)$ of $s l(2)$ defined for all complex $u$ and $m_{0}$ such that $m_{0} \pm u$ are not integers and $0 \leqslant \operatorname{Re} m_{0}<1$. In this representation the spectrum of the operator $J_{3}$ is $m_{0}+n$, $n=0, \pm 1, \pm 2, \cdots$. We have

$$
\begin{equation*}
\left[T(g) f_{m_{0}+n}\right](w, t)=\sum_{\lambda=-\infty}^{\infty} A_{\lambda n}(g) f_{m_{0}+\lambda}(w, t) \tag{2.11}
\end{equation*}
$$

where the matrix elements $A_{\lambda n}(g)$ are given by ${ }^{13}$

$$
\begin{equation*}
A_{\lambda n}(g)=a^{u+m_{0}+\lambda} d^{u-m_{0}}{ }^{-n} c^{n-\lambda} \frac{\Gamma\left(u+m_{0}+n+1\right) F\left(-u-m_{0}-\lambda,-u+m_{0}+n ; n-\lambda+1 ; b c / a d\right)}{\Gamma\left(u+m_{0}+\lambda+1\right) \Gamma(n-\lambda+1)} \tag{2.12}
\end{equation*}
$$

We identify $f_{m_{0}}(w, t)$ with the basic vector $\left|u, m_{0}\right\rangle^{\prime}$ of Eq. (1.6). Then we get from Eqs. (2.10), (2.11), and (2.12) if we take $n=0$ and introduce new indeces $m, \mu$, and $\nu$ by $\mu=\sigma-u, \nu=\sigma+u+1, m=\sigma-m_{0}+1$,
$(d+b t)^{m-1}(a+c / t)^{\mu+\nu-m} \frac{\Gamma(1-m)}{\Gamma(\mu-m+1)}$

$$
\begin{aligned}
& \quad \times F\{\mu, \nu ; m ;(d+b t)[a+c / t)(w-1)+a]\} t^{-m+(\mu+\nu+1) / 2} \\
& =\sum_{\lambda=-\infty}^{\infty} a^{\nu-m+\lambda} d^{m-\mu-1} c^{-\lambda}
\end{aligned}
$$

$$
\times \frac{\Gamma(\nu-m+1) \Gamma(\lambda-m+1)}{\Gamma(\nu-m+\lambda+1) \Gamma(-\lambda+1) \Gamma(\mu-m+\lambda+1)}
$$

$$
\times F(m-\nu-\lambda, \mu-m+1 ;-\lambda+1 ; b c / a d)
$$

$$
\begin{equation*}
\times F(\mu, \nu ; m-\lambda ; w) t^{\lambda-m+(\mu+\nu+1) / 2} \tag{2.13}
\end{equation*}
$$

with the restrictions (coming from the fact that the power series and the hypergeometric series must converge)
$\left|\frac{b t}{d}\right|<1,\left|\frac{c}{a t}\right|<1,\left|(d+b t)\left[(a+c / t) w-\frac{c}{t}\right]\right|<1,|w|<1$.

In Eq. (2.13) and in all equations which we shall derive from it $\mu, \nu$, and $m$ are arbitrary complex numbers such that $\mu-m, \nu-m$, and $m$ are not integers. ${ }^{14}$ In Eq. (2.13) the terms corresponding to $\lambda=1,2,3, \cdots$ are well defined because of the relation

$$
\begin{aligned}
\lim _{c \rightarrow-n} \frac{\Gamma(a, b ; c ; z)}{\Gamma(c)}= & \frac{a(a+1) \cdots(a+n) b(b+1) \cdots(b+n)}{(n+1)!} \\
& \times z^{n+1} F(a+n+1, b+n+1 ; n+2 ; z) \\
& n=0,1,2, \cdots,(2.14)
\end{aligned}
$$

If we define $\tau$ and $y$ by

$$
\begin{equation*}
\tau=c / a t, \quad y=b c / a d \tag{2.15}
\end{equation*}
$$

Eqs. (2.13) and (2.13') give

$$
\begin{align*}
& F\left(\mu, \nu ; m ; \frac{\left(1+y \tau^{-1}\right)[(1+\tau)(w-1)+1]}{1-y}\right) \\
& \quad \times\left(1+y \tau^{-1}\right)^{m-1}(1+\tau)^{\mu+\nu-m}(1-y)^{-\mu} \\
& =\sum_{\lambda=-\infty}^{\infty} \tau^{-\lambda} \frac{\Gamma(\nu-m+1) \Gamma(\lambda-m+1) \Gamma(\mu-m+1)}{\Gamma(\nu-m+\lambda+1) \Gamma(-\lambda+1) \Gamma(\mu-m+\lambda+1) \Gamma(1-m)} \\
& \quad \times F(m-\nu-\lambda, \mu-m+1 ;-\lambda+1 ; y) F(\mu, \nu ; m-\lambda ; w) \\
& |y|<|\tau|<1, \quad\left|\left(1+y \tau^{-1}\right)[(1+\tau) w-\tau]\right|<|1-y|, \quad|w|<1 \tag{2.16}
\end{align*}
$$

For $y=0$, Eq. (2.16) gives,
$F[\mu, \nu ; m ;(1+\tau) w-\tau](1+\tau)^{\mu+\nu-m}$

$$
=\sum_{\lambda=0}^{\infty} \tau^{\lambda} \frac{\Gamma(\nu-m+1) \Gamma(-\lambda-m+1)}{\Gamma(\nu-m-\lambda+1) \Gamma(\lambda+1)}
$$

$$
\times \frac{\Gamma(\mu-m+1)}{\Gamma(\mu-m-\lambda+1) \Gamma(1-m)} F(\mu, \nu ; m+\lambda ; w),
$$

$$
\begin{equation*}
|\tau|<1, \quad|(1+\tau) w-\tau|<1, \quad|w|<1 \tag{2.17}
\end{equation*}
$$

If $\operatorname{Re}(\mu-m+1)>0$, Eq. (2.17) can be written in the form

$$
\begin{aligned}
& F[\mu, \nu ; m ;(1+\tau) w-\tau](1+\tau)^{\mu+\nu-m} \\
& \quad=\sum_{\lambda=0}^{\infty} \tau^{\lambda}\left(\nu \bar{\lambda}^{m}\right) F(-\lambda,-\mu ;-\lambda-m+1 ; 1)
\end{aligned}
$$

$\times F(\mu, \nu ; m+\lambda ; w)$,

$$
\begin{equation*}
|\tau|<1, \quad|(1+\tau) w-\tau|<1, \quad|w|<1 \tag{2.18}
\end{equation*}
$$

Let us set $y=x \tau$ and then take the limit $\tau \rightarrow 0$. If we use Eq. (2.14) and the relation

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\pi / \sin \pi z \tag{2.19}
\end{equation*}
$$

we get from (2.16)

$$
\begin{align*}
F[\mu, \nu ; m ; & (1+x) w](1+x)^{m-1} \\
& =\sum_{\lambda=0}^{\infty}(-x)^{\lambda}\left({ }^{\lambda} \lambda^{m}\right) F(\mu, \nu ; m-\lambda ; w) \\
& =\sum_{\lambda=0}^{\infty} x^{\lambda}\left(\lambda^{m-1}\right) F(\mu, \nu ; m-\lambda ; w) \tag{2.20}
\end{align*}
$$

$|x|<1,|(1+x) w|<1, \quad|w|<1$.
For $w^{\prime}=(1+\tau) w,(2.17)$ becomes

$$
\begin{align*}
& F\left(\mu, \nu ; m ; w^{\prime}-\tau\right)(1+\tau)^{\nu-m}=\sum_{\lambda=0}^{\infty} \tau^{\lambda}\left({ }^{\nu-m} \lambda^{\prime}\right) \\
& \quad \times \frac{\Gamma(-\lambda-m+1) \Gamma(\mu-m+1)}{\Gamma(\mu-m-\lambda+1) \Gamma(1-m)} F\left(\mu, \nu ; m+\lambda ; \frac{w^{\prime}}{1+\tau}\right)(1+\tau)^{-\mu} \\
& \quad|\tau|<1, \quad\left|w^{\prime}-\tau\right|<1,\left|w^{\prime}\right|<|1+\tau| \tag{2.21}
\end{align*}
$$

Using the relation ${ }^{2}$

$$
\begin{align*}
& F\left(\mu, \nu ; m+\lambda ; \frac{w^{\prime}}{1+\tau}\right)(1+\tau)^{-\mu} \\
& \quad=\sum_{\rho=0}^{\infty}(-\tau)^{\rho}\binom{\mu+\rho-1}{\rho} F\left(\mu+\rho, \nu ; m+\lambda ; w^{\prime}\right) \\
& \quad|\tau|<1,\left|w^{\prime}\right|<|1+\tau|, \quad\left|w^{\prime}\right|<1 \tag{2.22}
\end{align*}
$$

we get

$$
\begin{align*}
& F\left(\mu, \nu ; m ; w^{\prime}-\tau\right)(1+\tau)^{\nu-m}= \sum_{\lambda=0}^{\infty} \sum_{\rho=0}^{\infty}(-1)^{\rho} \tau^{\rho+\lambda}\binom{\nu-m}{\lambda}\binom{\mu+\rho-1}{\rho} \\
& \times \frac{\Gamma(-\lambda-m+1) \Gamma(\mu-m+1)}{\Gamma(\mu-m-\lambda+1) \Gamma(1-m)} \\
& \times F\left(\mu+\rho, \nu ; m+\lambda ; w^{\prime}\right) \\
&= \sum_{\lambda=0}^{\infty} \sum_{\rho=0}^{\infty}(-1)^{\rho} \tau^{\rho+\lambda}\binom{\nu-m}{\lambda}\binom{\mu+\rho-1}{\rho} \\
& \times F(-\lambda,-\mu ;-\lambda-m+1 ; 1) \\
& \times F\left(\mu+\rho, \nu ; m+\lambda ; w^{\prime}\right), \\
&|\tau|<1, \quad\left|w^{\prime}-\tau\right|<1, \quad\left|w^{\prime}\right|<|1+\tau|,\left|w^{\prime}\right|<1 . \tag{2.23}
\end{align*}
$$

The second equality above hold if $\operatorname{Re}(\mu-m+1)>0$. Similarly, hypergeometric functions of the form $F[\mu, \nu ; m ;(1+\psi) z-\tau]$ and $F[\mu, \nu ; m ; z /(1+\psi)-\tau]$ can be expressed in terms of hypergeometric functions with argument $z$.

For $m=-u+n, n=0,1,2, \cdots, 2 u \neq 0,1,2, \cdots$, the states $|u,-u+n\rangle^{\prime}$ of Eq. (1.6) are the basic states of a local multiplier representation of the type $\uparrow u$ in Miller's notation, ${ }^{2}$ induced by the operators $J_{3}, J^{ \pm}$of Eqs. (1.4). In this case we have
$\left[T(g) f_{-u+n}\right](w, t)=\sum_{\lambda=0}^{\infty} B_{\lambda n}(g) f_{-u+\lambda}(w, t)$,
where ${ }^{2}$
$B_{\lambda n}(g)=a^{\lambda} d^{2 u-n} c^{n-\lambda} \frac{\Gamma(n+1) F(-\lambda,-2 u+n ; n-\lambda+1 ; b c / a d)}{\Gamma(\lambda+1) \Gamma(n-\lambda+1)}$,

$$
\begin{equation*}
\lambda, n \geqslant 0 \tag{2.25}
\end{equation*}
$$

Proceeding as in the case of the representation $D\left(u, m_{0}\right)$, we get

$$
\begin{align*}
& F\left(\mu, \nu ; \nu-n ; \frac{\left(1+y \tau^{-1}\right)[(1+\tau)(w-1)+1]}{1-y}\right) \\
& \quad \times\left(1+y \tau^{-1}\right)^{\nu-n-1}(1+\tau)^{\mu+n}(1-y)^{-\mu} \\
& =\sum_{\lambda=0}^{\infty} \tau^{n-\lambda} \frac{\Gamma(n+1) \Gamma(\lambda-\nu+1) \Gamma(n+\mu-\nu+1)}{\Gamma(\lambda+1) \Gamma(n-\lambda+1) \Gamma(\lambda+\mu-\nu+1) \Gamma(n-\nu+1)} \\
& \quad \times F(-\lambda, n+\mu-\nu+1 ; n-\lambda+1 ; y) \\
& \quad \times F(\mu, \nu ; \nu-\lambda ; w) \\
& |y|<|\tau|<1, \quad\left|\left(1+y \tau^{-1}\right)[(1+\tau) w-\tau]\right|<|1-y|, \quad|w|<1 \tag{2,26}
\end{align*}
$$

The condition $2 u \neq 0,1,2, \cdots$ is now translated into $\nu-\mu \neq 1,2,3, \cdots$ and is imposed to (2.26) and to all equations derived from it. If we write $y=x \tau$ and take the limit $\tau \rightarrow 0$, we get from (2.26)

$$
\begin{align*}
& F[\mu, \nu ; \nu-n ;(1+x) w](1+x)^{\nu-n+1} \\
& =\sum_{\lambda=n}^{\infty}(-x)^{\lambda-n}\left(\lambda^{\lambda-\nu} n\right) F(\mu, \nu ; \nu-\lambda ; w) \\
& =\sum_{\lambda=0}^{\infty} x^{\lambda}\left({ }^{\nu-n-1}\right) F(\mu, \nu ; \nu-n-\lambda, w), \\
& |x|<1, \quad|(1+x) w|<1, \quad|w|<1 . \tag{2.27}
\end{align*}
$$

For $y=0(2.26)$ gives

$$
\begin{align*}
& F[\mu, \nu ; \nu-n ;(1+\tau) w-\tau](1+\tau)^{\mu+n} \\
& \quad=\sum_{\lambda=0}^{n} \tau^{n-\lambda}(\lambda) \frac{\Gamma(\mu+n-\nu+1) \Gamma(\lambda-\nu+1)}{\Gamma(\lambda+\mu-\nu+1) \Gamma(n-\nu+1)} \\
& \quad \times F(\mu, \nu ; \nu-\lambda ; w) \\
& |\tau|<1, \quad|(1+\tau) w-\tau|<1, \quad|w|<1 \tag{2.28}
\end{align*}
$$

which, if $\operatorname{Re}(\mu+n-\nu+1)>0, \lambda-\nu+1 \neq 0,-1,-2, \cdots$, can be written in the form

$$
\begin{align*}
& F[\mu, \nu ; \nu-n ;(1+\tau) w-\tau](1+\tau)^{\mu+n} \\
& =\sum_{\lambda=0}^{\infty} \tau^{n-\lambda}\left(\lambda^{n}\right) F(\lambda-n,-\mu ; \lambda-\nu+1 ; 1) \\
& \quad \times F(\mu, \nu ; \nu-\lambda ; w) \\
& |\tau|<1, \quad|(1+\tau) w-\tau|<1, \quad|w|<1 \tag{2.29}
\end{align*}
$$

We shall also consider the multiplier representation induced by the operator $L_{34}$, whose matrix elements are known. In the case of the physical Lorentz group the rotation in the $x_{3}-x_{4}$ plane generated by this operator, corresponds to an accelaration, or boost, in the direction $x_{3}$. The action of the group element $e^{s L_{34}}$ is obtained from the solution of the equations

$$
\begin{align*}
& \frac{d t(s)}{d s}=i t(s) \\
& \frac{d w(s)}{d s}=2 i[w(s)-1] w(s) \\
& \frac{d \nu(s)}{d s}=i[2(\sigma-k) w(s)+k-\sigma] \nu(s)  \tag{2.30}\\
& t(0)=t, \quad w(0)=w, \quad \nu(0)=1
\end{align*}
$$

Solving the above system of differential equations, we get

$$
\begin{align*}
& t(s)=t e^{i s} \\
& w(s)=w /\left[w-e^{2 i s}(w-1)\right] \\
& \nu(s)=e^{i(\sigma-k) s} /\left[w-e^{2 i s}(w-1)\right]^{\sigma-k} \tag{2.31}
\end{align*}
$$

The matrix elements of the boost operator in the direction $x_{3}$ corresponding to finite rotations, have been calculated in the canonical basis $|u, m ; \sigma, k\rangle$. If we denote this operator by $F_{3}$, we get $^{7,8}$

$$
\begin{align*}
F_{3} \mid u & , m ; \sigma, k\rangle \\
& =i\left(\frac{\left(u^{2}-m^{2}\right)\left(u^{2}-\sigma^{2}\right)\left[u^{2}-(k+1)^{2}\right]}{u^{2}\left(4 u^{2}-1\right)}\right)^{1 / 2} \\
& \times|u-1, m ; \sigma, k\rangle-\frac{i m \sigma(k+1)}{u(u+1)}|u, m ; \sigma, k\rangle \\
& -i\left(\frac{\left[(u+1)^{2}-m^{2}\right]\left[(u+1)^{2}-\sigma^{2}\right]\left[(u+1)^{2}-(k+1)^{2}\right]}{(u+1)^{2}\left[4(u+1)^{2}-1\right]}\right)^{1 / 2} \\
& \times|u+1, m ; \sigma, k\rangle \tag{2.32}
\end{align*}
$$

Comparing the above expression with the last of Eqs. (1.7), we get

$$
\begin{equation*}
F_{3}=-L_{34} \tag{2.33}
\end{equation*}
$$

Let us define the operators $\widetilde{L}_{\mu \nu}$ by

$$
\begin{equation*}
\tilde{L}_{\mu \nu}=-L_{\mu \nu} \tag{2.34}
\end{equation*}
$$

If $m$ is the eigenvalue of $L_{12}$, the eigenvalue of $\tilde{L}_{12}$ is . $-m$. The basic functions $|u, m ; \sigma, k\rangle$ in the canonical basis corresponding to generators $\tilde{L}_{\mu \nu}$ are obtained from expressions (1-6) by the replacement $m \rightarrow-m$, apart
for a normalization，i．e．，

$$
\begin{equation*}
|u, m ; \sigma, k\rangle \propto|u,-m\rangle^{\prime} . \tag{2.35}
\end{equation*}
$$

To find the normalization we make in the last of Eqs． （1．7），the substitutions $L_{34} \rightarrow-\tilde{L}_{34}$ ，and $m \rightarrow-m$ and compare with Eq．（2．32）．In this way we find
$|u, m ; \sigma, k\rangle=\left(\frac{\Gamma(u+\sigma+1) \Gamma(u-k) \Gamma(u+m+1)}{\Gamma(u-\sigma+1) \Gamma(u+k+2) \Gamma(u-m+1)}\left(u+\frac{1}{2}\right)\right)^{1 / 2}$
$\times \frac{\Gamma(-m-u)}{\Gamma(-m-\sigma)}|u,-m\rangle^{\prime} \equiv N_{u, m}|u,-m\rangle^{\prime}$.
The matrix elements of the boost operator $F_{3}$ ，corre－ sponding to finite rotations，i．e．，the expressions ${ }^{15}$
$\left\langle u^{\prime}, m^{\prime} ; \sigma, k\right| e^{i a F_{3}}|u, m ; \sigma, k\rangle \equiv D_{u m, u^{\prime} m^{\prime}}^{\sigma, k}(a)$,
have been calculated before ${ }^{3-6}$ in the case of unitary representations of the Lorentz group，because of their physical interest．The unitary and，therefore，infinite－ dimensional representations of the Lorentz group are
classified into the following two series ${ }^{7,8}$ ：
（a）The principal series for which we have in our no－ tation：
$\sigma=0, \frac{1}{2}, 1, \cdots, k+1$ ：pure imaginary，
$u=\sigma, \sigma+1, \sigma+2, \cdots, m=-u,-u+1, \cdots, u-1, u$ 。
（b）The supplementary series for which we have

$$
\begin{equation*}
\sigma=0, \quad 0 \leqslant k+1 \leqslant 1 \tag{2.39}
\end{equation*}
$$

$u=0, \frac{1}{2}, 1, \cdots, m=-u,-u+1, \cdots, u-1, u$ 。
In the case of the principal series the expression for $D_{u m, u^{\prime} m^{\prime}}^{\sigma, k}(a)$ can be obtained，for example，from the ex－ pression $D_{J_{\mu}, J^{\prime} \mu^{\prime}}^{m \rho}(\epsilon)$ of Ref． 3 by the replacements

$$
\begin{equation*}
J \rightarrow u, \quad J^{\prime} \rightarrow u^{\prime}, \quad \mu \rightarrow m, \quad \mu^{\prime} \rightarrow m^{\prime}, \quad \nu_{0} \rightarrow \sigma, \quad i \rho / 2 \rightarrow k+1 . \tag{2.40}
\end{equation*}
$$

We get for $\tau=\epsilon^{-4}$

$$
\begin{align*}
& D_{u m, u^{\prime} m^{\prime}}^{\sigma k}(a)=(-1)^{u^{\prime+u^{\prime}}} \frac{\delta_{m, m^{\prime}}}{\Gamma\left(u+u^{\prime}+2\right)}\left((2 u+1)\left(2 u^{\prime}+1\right) \Gamma(u-\sigma+1) \Gamma(u+\sigma+1) \Gamma(u-m+1)\right. \\
& \left.\quad \times \Gamma(u+m+1) \Gamma\left(u^{\prime}-\sigma+1\right) \Gamma\left(u^{\prime}+\sigma+1\right) \Gamma\left(u^{\prime}-m+1\right) \Gamma\left(u^{\prime}+m+1\right) \frac{\Gamma\left(u^{\prime}+k+2\right) \Gamma(u-k)}{\Gamma\left(u^{\prime}-k\right) \Gamma(u+k+2)}\right)^{1 / 2} \\
& \quad \times\left(\sum_{d, d^{\prime}}(-1)^{d+d^{\prime}} \frac{\Gamma\left(u+u^{\prime}-d-d^{\prime}-m-\sigma+1\right)}{\Gamma(d+1) \Gamma\left(d^{\prime}+1\right) \Gamma(u-m-d+1) \Gamma\left(u^{\prime}-m-d^{\prime}+1\right) \Gamma(\sigma+m+d+1) \Gamma\left(\sigma+m+d^{\prime}+1\right)}\right. \\
& \left.\quad \times \frac{\Gamma\left(d+d^{\prime}+m+\sigma+1\right)}{\Gamma(u-\sigma-d+1) \Gamma\left(u^{\prime}-\sigma-d^{\prime}+1\right)} F\left(u-k, d+d^{\prime}+m+\sigma+1 ; u+u^{\prime}+2 ; 1-\tau\right) \tau^{\left(2 d^{\prime}+m+\sigma-k\right) / 2}\right), \tag{2.41}
\end{align*}
$$

where the relation
$F(a, b ; c ; z)=(1-z)^{-b} F(c-a, b ; c ; z /(z-1))$,
was used．The above expression coincides with the corresponding expression of Ström＇s paper，${ }^{5}$ for a prop－ er choice of a phase。

From（2．37）we get
$e^{-i a L_{34}}|u, m ; \sigma, k\rangle=\sum_{u^{\prime}, m^{\prime}} D_{u m, u^{\prime} m^{\prime}}^{\sigma k}(a)\left|u^{\prime}, m^{\prime} ; \sigma, k\right\rangle$
or using Eq．（2．36）
$e^{-t a L_{34}}|u,-m\rangle^{\prime}=\sum_{u^{\prime}, m^{\prime}} D_{u m, u^{\prime} m^{\prime}}^{o k}(a) \frac{N_{u^{\prime}, m^{\prime}}}{N_{u, m}}\left|u^{\prime},-m^{\prime}\right\rangle$.
The left－hand side of the above equation is easily ob－ tained from Eqs．（1．6）and（2．31）．We get
$e^{-i a L_{34}}|u,-m\rangle^{\prime}=\frac{\Gamma(-m-\sigma)}{\Gamma(-m-u)} \frac{e^{(\sigma-k-m) a}}{\left[w-e^{2 a}(w-1)\right]^{\sigma-k}}$
$\times F\left(\sigma-u, \sigma+u+1 ; \sigma+m+1 ; \frac{w}{w-e^{2 \alpha}(w-1)}\right) t^{-m}$.

Therefore，for $\tau=e^{-2 a}$ ，EqS。（1．6），（2．36），（2．41）， （2．44），and（2．45）give the generating function

$$
\begin{align*}
& F\left(\sigma-u, \sigma+u+1 ; \sigma+m+1 ; \frac{\tau w}{1+(\tau-1) w}\right) \\
& \times[1+(\tau-1) w]^{k^{k-\sigma}=} \sum_{u^{\prime}=\sigma}^{\infty}(-1)^{u u^{\prime}}\left(2 u^{\prime}+1\right) \\
& \times F\left(\sigma-u^{\prime}, \sigma+u^{\prime}+1 ; \sigma+m+1 ; w\right) \frac{\Gamma(u-m+1) \Gamma\left(u^{\prime}+m+1\right)}{\Gamma\left(u+u^{\prime}+2\right)} \\
& \times\left[\sum_{d, d^{\prime}}(-1)^{+d^{\prime}}\binom{u-\sigma}{d}\binom{u^{\prime}+\sigma}{u^{\prime}-m-d^{\prime}}\right. \\
& \times\binom{ d+d^{\prime}+\sigma+m}{d^{\prime}}\binom{u+u^{\prime}-\sigma-m-d-d^{\prime}}{u-m-d} \\
& \left.\times F\left(u-k, d+d^{\prime}+\sigma+m+1 ; u+u^{\prime}+2 ; 1-\tau\right) \tau^{d}\right] \\
& \left|\frac{\tau w}{1+(\tau-1) w}\right|<1, \quad|w|<1,|1-\tau|<1, \tag{2.46}
\end{align*}
$$

where the range of the parameters $\sigma, k, u$ ，and $m$ are given in（2．38）．

The matrix elements of the finite rotation $e^{i a F_{3}}$ in the case of the supplementary series of unitary representa－ tions of the Lorentz group have been calculated in Ref． 6．In this case $\sigma=0$ and the expression for the matrix elements are simpler that the corresponding expres－
sions of the previous case. The matrix elements in our notation are obtained from those of Ref. 6 by the replacements

$$
\begin{equation*}
l \rightarrow u, \quad l^{\prime} \rightarrow u^{\prime}, \quad n \rightarrow m, \quad s \rightarrow-k-1 \tag{2.47}
\end{equation*}
$$

Since $0 \leqslant s \leqslant 1$ we have

$$
\begin{equation*}
1 \leqslant-k \leqslant 2 \tag{2.48}
\end{equation*}
$$

We get for the supplementary series
$D_{u m, u^{\prime} m^{\prime}}^{k}(a)=(-1)^{u+u^{\prime}} \frac{\delta_{m, m^{\prime}}}{\Gamma\left(u+u^{\prime}+2\right)}$
$\times\left[(2 u+1)\left(2 u^{\prime}+1\right)\left(\frac{\Gamma\left(u^{\prime}+k+2\right) \Gamma(-k)}{\Gamma(k+2) \Gamma\left(u^{\prime}-k\right)}\left(1-\delta_{u^{\prime}, 0}\right)+\delta_{u^{\prime}, 0}\right)\right.$
$\times\left(\frac{\Gamma(u-k) \Gamma(k+2)}{\Gamma(-k) \Gamma(u+k+2)}\left(1-\delta_{u, 0}\right)+\delta_{u, 0}\right)$
$\left.\times \frac{\Gamma(u+m+1) \Gamma\left(u^{\prime}+m+1\right)}{\Gamma(u-m+1) \Gamma\left(u^{\prime}-m+1\right)}\right]^{1 / 2}$
$\times\left[\sum_{d, d^{\prime}}(-1)^{d^{++d^{\prime}}}\binom{u-m}{d}\binom{u^{\prime}-m}{d^{\prime}}\right.$
$\times \frac{\Gamma(u+1) \Gamma\left(u^{\prime}+1\right) \Gamma\left(u+u^{\prime}-m-d-d^{\prime}+1\right) \Gamma\left(m+d+d^{\prime}+1\right)}{\Gamma(u-d+1) \Gamma\left(u^{\prime}-d^{\prime}+1\right) \Gamma(m+d+1) \Gamma\left(m+d^{\prime}+1\right)}$

$$
\begin{equation*}
\left.\times F\left(u-k, m+d+d^{\prime}+1 ; u+u^{\prime}+2,1-\tau\right) \tau^{(2 d+m-k) / 2}\right] \tag{2.49}
\end{equation*}
$$

where again $\tau=e^{-2 a}$.
From Eqs. (2.36), (2.44), (2.45), and (2.49), we get
$F\left(-u, u+1 ; m+1 ; \frac{\tau w}{1+(\tau-1) w}\right)$
$\times[1+(\tau-1) w]^{k}=\sum_{u^{\prime}=0}^{\infty}(-1)^{u+u^{\prime}}\left(2 u^{\prime}+1\right) F\left(-u^{\prime}, u^{\prime}+1 ; m+1 ; w\right)$
$\times \frac{\Gamma\left(u^{\prime}+m+1\right) \Gamma(u-m+1)}{\Gamma\left(u+u^{\prime}+2\right)}\left[\sum_{d, d^{\prime}}(-1)^{d^{+}+d^{\prime}}\binom{u}{d}\binom{u^{\prime}}{u^{\prime}-m-d^{\prime}}\right.$
$\times\binom{ d+d^{\prime}+m}{d^{\prime}}\binom{u+u^{\prime}-m-d-d^{\prime}}{u-m-d}$
$\left.\times F\left(u-k, d+d^{\prime}+m+1 ; u+u^{\prime}+2 ; 1-\tau\right) \tau^{d}\right]$,

$$
\begin{equation*}
\left|\frac{\tau w}{1+(\tau-1) w}\right|<1, \quad|w|<1, \quad|1-\tau|<1 \tag{2.50}
\end{equation*}
$$

where the range of the parameters $k, u$, and $m$ are given in (2.39).

## 3. WEISNER'S METHOD

Relations involving the hypergeometric functions can be derived by applying Weisner' $s^{9,10}$ method. The method in general is the following: If $C$ is the Casimir operator of a group $G$ with generators $L_{\mu \nu}$ and $C_{E}$ its eigenvalue, we consider the simultaneous partial differential equations

$$
\begin{equation*}
\left(C-C_{E}\right) f=0, \quad\left(\frac{1}{2} r_{\mu \nu} L_{\mu \nu}+r_{0}\right) f \equiv\left(Q+r_{0}\right) f=0 \tag{3.1}
\end{equation*}
$$

The coefficients $r_{\mu \nu}$ and $r_{0}$ are arbitrary constants. (Of course we cannot have $r_{\mu \nu}=0$ for all $\mu$ and $\nu, r_{0} \neq 0$.) If $S$ is an element of the group $G$, since $[C, S]=0$ we get from the above equations

$$
\begin{equation*}
\left(C-C_{E}\right)(S f)=0, \quad\left(S Q S^{-1}+r_{0}\right)(S f)=0 \tag{3.2}
\end{equation*}
$$

Given $Q$ the operators of the form $S Q S^{-1}$ constitute its conjugate class. Equations (3.2) imply that it is sufficient to consider only one operator from each class. Each solution $S f$ of Eqs. (3.2) is a linear combination with constant coefficients of the solutions of equation $\left(C-C_{E}\right) f=0$.

In our case let us consider the operators $J_{3}, J^{+}, J^{-}$. We have

$$
\begin{align*}
& e^{\tau \cdot J_{3}} J_{ \pm} e^{-\tau \cdot J_{3}}=e^{ \pm \tau^{\prime} J_{ \pm}}, \quad e^{b^{\prime} J_{+}} J_{-} e^{-b^{\prime} J_{+}}=-b^{\prime 2} J_{+}+2 b^{\prime} J_{3}+J_{-} \\
& e^{b^{\prime} J_{+} J_{3} e^{-b^{\prime} J_{+}}=-b^{\prime} J_{+}+J_{3}, \quad e^{c^{\prime} J_{-}} J_{+} e^{-c^{\prime} J_{-}}=J_{+}-c^{\prime 2} J_{-}-2 c^{\prime} J_{3}}  \tag{3.3}\\
& e^{c^{\prime} J_{-} J_{3} e^{-c^{\prime} J_{-}}=c^{\prime} J_{-}+J_{3}}
\end{align*}
$$

and we get

$$
\begin{align*}
e^{b^{\prime} J_{+}} e^{c^{\prime} J_{-}}\left(\lambda_{3} J_{3}-m\right) e^{-c^{\prime} J_{-}} e^{-b^{\prime} J_{+}}= & \lambda_{3}\left(-c^{\prime} b^{\prime 2}-b^{\prime}\right) J_{+}+\lambda_{3} c^{\prime} J_{-} \\
& +\lambda_{3}\left(2 b^{\prime} c^{\prime}+1\right) J_{3}-m \tag{3.4}
\end{align*}
$$

Therefore we find that $Q=r_{2} J_{3}+r_{2} J_{+}+r_{3} J_{-}+r_{0}$ is a conjugate of
(i) $\lambda_{3} J_{3}-m$ if $r_{1}^{2}+4 r_{2} r_{3} \neq 0$,
(ii) $\lambda_{+} J_{+}-\beta$ (or $\lambda_{-} J_{-}-\gamma$ ) if $r_{1}^{2}+4 r_{2} r_{3}=0$.

The ratios $m / \lambda_{3}$ and $\beta / \lambda_{+}$(or $\gamma / \lambda_{-}$) are not important and we may choose

$$
\begin{equation*}
\lambda_{3}=\lambda_{+}=\lambda_{-}=1 \tag{3.7}
\end{equation*}
$$

We shall apply Weisner's method for case (ii), i.e., we shall consider the simultaneous partial differential equations

$$
\begin{gather*}
J^{+} g(w, t)=-t\left(w \frac{\partial}{\partial w}-t \frac{\partial}{\partial t}+\sigma\right) g(w, t)=0  \tag{3.8}\\
{[C-u(u+1)] g(w, t)=\left(w(w-1) \frac{\partial^{2}}{\partial w^{2}}+t \frac{\partial^{2}}{\partial w \partial t}\right.} \\
\left.+(\sigma+1)(2 w-1) \frac{\partial}{\partial w}+\sigma(\sigma+1)-u(u+1)\right) g(w, t)=0 \tag{3.9}
\end{gather*}
$$

The solution of Eq. (3.8) is

$$
\begin{equation*}
g(w, t)=t^{\sigma} h(w t) \tag{3.10}
\end{equation*}
$$

where $h$ is an arbitrary function of $w t$. Substituting $g(w, t)$ of Eq. (3.10) into Eq. (3.9) the function $h$ is calculated. In this way we find that the solutions of the simultaneous Eq. (3.8) and (3.9) are

$$
g(w, t)=\left\{\begin{array}{l}
w^{u-\sigma} t^{u}  \tag{3.11}\\
w^{-u-\sigma-1} t^{-u-1}
\end{array}\right.
$$

We get for $c \neq 0$
$T(g) w^{u-\sigma} t^{u}=\left(a+\frac{c}{t}\right)^{\sigma+u}\left[\left(a+\frac{c}{t}\right) w-\frac{c}{t}\right]^{u-\sigma} t^{u}=\left(1+\frac{a t}{c}\right)^{\sigma+u}$

$$
\begin{equation*}
\times\left[\left(1+\frac{a t}{c}\right) w-1\right]^{u-\sigma} t^{-u} c^{2 u} \tag{3.12}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \left(1+\frac{a t}{c}\right)^{\sigma+u}\left[\left(1+\frac{a t}{c}\right) w-1\right]^{u-\sigma} t^{-u} c^{2 u} \\
& \quad=\sum_{\lambda=0}^{\infty} h_{\lambda} F(\sigma-u, \sigma+u+1 ; \sigma+u-\lambda+1 ; w) t^{\lambda-u} \\
& \quad\left|\frac{a t}{c}\right|<1,\left|\left(1+\frac{a t}{c}\right) w\right|<1, \quad|w|<1 \tag{3.13}
\end{align*}
$$

which comes from the fact that the left-hand side must be a linear combination of functions of the form $F(\sigma-u, \sigma+u+1 ; \sigma-m+1 ; w) t^{m}$. It follows from the series expansion of the left-hand side of Eq. (3.13) that $m$ must be of the form $m=\lambda-u$ where $\lambda=0,1,2, \cdots$. To calculate the coefficients $h_{\lambda}$ we put $w=0$ in Eq. (3.13). We get then

$$
\begin{equation*}
(-1)^{u-\sigma} c^{2 u}\left(1+\frac{a t}{c}\right)^{\sigma+u}=\sum_{\lambda=0}^{\infty} h_{\lambda} t^{\lambda} \tag{3.14}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
h_{\lambda}=(-1)^{u-\sigma} c^{2 u}\binom{\sigma+u}{\lambda}\left(\frac{a}{c}\right)^{\lambda} \tag{3.15}
\end{equation*}
$$

and, for $a t / c=s$, Eq. (3.13) becomes

$$
\begin{align*}
& (1+s)^{\sigma+u}[1-(1+s) w]^{u-\sigma} \\
& \quad=\sum_{\lambda=0}^{\infty}\binom{\sigma+u}{\lambda} F(\sigma-u, \sigma+u+1 ; \sigma+u-\lambda+1 ; w) s^{\lambda} \\
& \quad|s|<1, \quad|(1+s) w|<1, \quad|w|<1 \tag{3.16}
\end{align*}
$$

which can also be written in the form

$$
\begin{aligned}
& {[1-(1+s) w]^{-a}(1+s)^{b-1}} \\
& \quad=\sum_{\lambda=0}^{\infty}\binom{b-1}{\lambda} F(a, b ; b-\lambda ; w) s^{\lambda}
\end{aligned}
$$

$$
\begin{equation*}
|s|<1, \quad|(1+s) w|<1, \quad|w|<1 \tag{3.17}
\end{equation*}
$$

Therefore the expression $[1-(1+s) w]^{-a}(1+s)^{b-1}$ is a generating function of the hypergeometric functions of the form $F(a, b ; b-\lambda ; w)$. The solution $g(w, t)=w^{-u-\sigma-1} t^{-u-1}$ gives again Eq. (3.16) with $u$ replaced by $-u-1$.
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The optical equivalence theorem relating $c$-number and $q$-number formulations of quantum optics is rigorously extended to cover various unbounded operators, and in particular those operators that directly yield counting rates.

## 1. INTRODUCTION

The optical equivalence theorem has enjoyed a wide application in quantum optics since its introduction by Sudarshan ${ }^{2}$ and subsequent development. ${ }^{2}$ This theorem uses the "diagonal" coherent state representation for the density operator $\rho$, which, for a single degree of freedom system, may be formally expressed as

$$
\begin{equation*}
\rho=\pi^{-1} \int \varphi(z)|z\rangle\langle z| d^{2} z, \tag{1}
\end{equation*}
$$

where $d^{2} z \equiv d \operatorname{Re} z d \operatorname{Im} z$ and the integration is over the entire complex plane. The coherent state $|z\rangle$ $=\exp \left(a^{\dagger} z-z^{*} a\right)|0\rangle$, where $a$ and $a^{\dagger}$ are conventional annihilation and creation operators with $a|z\rangle=z|z\rangle$. AIthough $\varphi(z)$ is a generalized function for a general density matrix $\rho$ we may always find an approximating density matrix for which $\varphi(z) \in S\left(R^{2}\right) .{ }^{2}$ More specifically, for a general $\rho$ a sequence $\rho_{M}$ exists, with the representation (1) and $\varphi_{M}(z) \in S\left(R^{2}\right)$, such that $\left\|\rho-\rho_{\mu}\right\|_{1} \rightarrow 0$, i.e., $\rho_{M \rightarrow \rho}$ in trace class norm. Consequently, for an arbitrary bounded operator $B$,

$$
\begin{aligned}
\langle B\rangle \equiv \operatorname{Tr}(B \rho) & =\lim _{M \rightarrow \infty} \operatorname{Tr}\left(B \rho_{M}\right) \\
& =\lim _{M \rightarrow \infty} \pi^{-1} \int \varphi_{M}(z)\langle z| B|z\rangle d^{2} z
\end{aligned}
$$

where convergence is ensured since

$$
\left|\operatorname{Tr}\left(B\left(\rho-\rho_{H}\right)\right)\right| \leqslant\|B\|\left\|\rho-\rho_{M}\right\|_{1} \rightarrow 0 .
$$

Indeed convergence is uniform for that class of $B$ with operator norm $\|B\| \leqslant c<\infty$, $c$ fixed.

Although this form of the optical equivalence theorem covers a number of important cases (see Ref. 2, pp. 190-192), there has been some concern ${ }^{3}$ since it does not deal with certain unbounded operators, especially those that determine photon counting rates. For a single normal mode the counting rates are given, up to an inessential factor, by

$$
\begin{equation*}
\operatorname{Tr}\left(a^{\dagger m} a^{m} \rho\right) \tag{2}
\end{equation*}
$$

which in a formal sense may be expressed as

$$
\pi^{-1} \int \varphi(z)|z|^{2 m} d^{2} z
$$

While it is physically plausible that such moments exist, it is by no means true that every density matrix $\rho$ has finite counting rates, and thus any proposed extension of the optical equivalence theorem to unbounded operators cannot apply to an arbitrary $\rho$. A convenient and physically reasonable subclass of density matrices are those for which $e^{e N} \rho$ is in trace class for some $\beta>0$, where $N=a^{\dagger} a$ is the number operator. For each such density matrix the moments (2) exist and we seek to calculate them as the limit of a sequence of means based on den-
sity operators $\rho_{M}$ admitting a diagonal representation with $\varphi_{M} \in S\left(R^{2}\right)$. Specifically we have proved the following:

Theorem $I$ : Let $\rho$ be a density operator such that $e^{8 N} \rho$ is in trace class for some $\beta>0$. Then there is a sequence of functions

$$
\varphi_{s t} \in S\left(R^{2}\right)
$$

such that for the trace class operators

$$
\rho_{M} \equiv \frac{1}{\pi} \int \varphi_{M}(z)|z\rangle\langle z| d^{2} z
$$

the following properties hold:
(i) $\left\|\rho-\rho_{M}\right\|_{1} \rightarrow 0$ as $M \rightarrow \infty$;
(ii) for all operators $T$ for which $T e^{-8 N}$ and $e^{-\mathrm{BN} / 2} T e^{-\beta N / 2}$ are both bounded

$$
\operatorname{Tr}\left(T \rho_{M}\right) \xrightarrow[M \rightarrow \infty]{\longrightarrow} \operatorname{Tr}(T \rho)
$$

uniformly on any subset of $T$ for which $\left\|e^{-\beta N / 2} T e^{-\beta N / 2}\right\| \leqslant c<\alpha, \quad c$ fixed;
(iii) the approximate density operator $\rho_{M}$ gives rise to the representation

$$
\operatorname{Tr}\left(T \rho_{M}\right)=\frac{1}{\pi} \int \varphi_{M}(z)\langle z| T|z\rangle d^{2} z
$$

## Application to counting rates

Suppose we deal with a density matrix $\rho$ that fulfills the condition that $e^{8 N} \rho$ is in trace class for some $\beta>0$. For

$$
T=a^{\dagger} m a^{m}=N(N-1)(N-2) \cdots(N-[m-1])
$$

the two conditions on $T$ are the same, and

$$
\left\|T e^{-\beta N}\right\|=\max _{n}(n!/(n-m)!) e^{-R_{n}},
$$

which is finite for all $m$. Thus Theorem I assures us that a sequence of functions $\varphi_{M}(z) \in S\left(R^{2}\right)$ exists such that, for all $m$,

$$
\operatorname{Tr}\left(a^{\dagger} a^{\dagger} \rho\right)=\lim _{M \rightarrow \infty} \pi^{-1} \int \varphi_{M}(z)|z|^{2 m} d^{2} z,
$$

which is the desired result.

## 2. PROOF OF THEOREM

We note first that $e^{8 N} \rho \in B_{1}$ ( $=$ trace class operators) for $\rho$ a density operator implies that

$$
\begin{equation*}
\rho_{B} \equiv e^{g N / 2} p e^{\beta N / 2} \in B_{1}, \tag{3}
\end{equation*}
$$

a fact we establish below in Lemma 2. As such we may
approximate $\rho_{B}$ in trace class norm by trace class operators

$$
\begin{equation*}
\rho_{\beta}^{(M)} \equiv \frac{1}{\pi} \int d^{2} z \varphi_{\beta}^{(M)}(z)|z\rangle\langle z| \tag{4}
\end{equation*}
$$

where $\varphi_{B}^{(M)} \in S\left(R^{2}\right)$ for all $M .{ }^{2}$ We next introduce a sup-port-controlling function $S(x)$ which is unity for $x \leqslant 0$, vanishes for $x \geqslant 1$ and falls smoothly in between such as

$$
S(x)=\exp \left[-(1-x)^{-2} e^{-x^{-2}}\right], \quad 0 \leqslant x \leqslant 1
$$

We next define weight functions of compact support by

$$
\begin{equation*}
\varphi_{B, M}(z) \equiv S\left(|z|-r_{M}\right) \varphi_{\beta}^{(M)}(z) \in S\left(R^{2}\right) \tag{5}
\end{equation*}
$$

and associated density operators

$$
\begin{equation*}
\rho_{\beta, M} \equiv \frac{1}{\pi} \int \varphi_{\beta, M}(z)|z\rangle\langle z| d^{2} z \tag{6}
\end{equation*}
$$

choosing $r_{M}<\infty$ so that (cf. Lemma 1 below)

$$
\begin{equation*}
\left\|\rho_{\beta, M}-\rho_{\beta}^{(M)}\right\|_{1} \leqslant\left\|\rho_{\beta}^{(M)}-\rho_{\beta}\right\|_{1} \tag{7}
\end{equation*}
$$

Finally, we introduce

$$
\begin{equation*}
\rho_{M} \equiv e^{-\beta N / 2} \rho_{\beta, M} e^{-\beta N / 2} \tag{8}
\end{equation*}
$$

which evidently is again in trace class. Making use of the basic fact that

$$
\begin{equation*}
e^{-\beta N / 2}\left|z^{\prime}\right\rangle=e^{-1 / 2\left(1-e^{-\beta}\left|z^{\prime}\right|^{2}\right.}\left|e^{-\beta / 2} z^{\prime}\right\rangle \tag{9}
\end{equation*}
$$

and a change of variables $e^{-\beta / 2} z^{\prime} \rightarrow z$, readily leads to the diagonal representation

$$
\begin{equation*}
\rho_{M}=\frac{1}{\pi} \int \varphi_{M}(z)|z\rangle\langle z| d^{2} z \tag{10}
\end{equation*}
$$

where

$$
\varphi_{M}(z)=e^{\beta} e^{\left.-e^{\beta}-1\right)|\Sigma|^{2}} \varphi_{B, M}\left(e^{\beta / 2} z\right) \in S\left(R^{2}\right)
$$

Indeed this function has compact support within the circle $|z| \leqslant e^{-\beta / 2}\left(r_{M}+1\right)<\infty$.

The operators $\rho_{M}$ constructed above constitute the desired approximating sequence and we now turn to establishing the properties listed in the statement of the Theorem. For property (i) we let $\epsilon>0$ and choose $M$ such that

$$
\left\|\rho_{\beta}^{(M)}-\rho_{\beta}\right\|_{I}<\frac{1}{2} \epsilon
$$

Then, in addition, from (7),

$$
\left\|\rho_{\beta}^{(M)}-\rho_{B, M}\right\|_{I}<\frac{1}{2} \epsilon
$$

so that we have the estimate

$$
\begin{aligned}
\left\|\rho_{M}-\rho\right\|_{1} & =\left\|e^{-\beta N / 2}\left(\rho_{\beta, M}-\rho_{\beta}\right) e^{-\beta N / 2}\right\|_{1} \\
& \leqslant\left\|e^{-\beta N / 2}\right\|^{2}\left\|\rho_{B, M}-\rho_{\beta}\right\|_{1} \\
& \leqslant\left\|\rho_{\beta, M}-\rho_{\beta}^{(M)}\right\|_{1}+\left\|\rho_{\beta}^{(M)}-\rho_{\beta}\right\|_{1} \\
& <\frac{1}{2} \epsilon+\frac{1}{2} \epsilon=\epsilon
\end{aligned}
$$

Since $\epsilon$ was arbitrary, $\rho_{M} \rightarrow \rho$ in trace class.
For property (ii) we first note that $e^{\alpha N} \rho_{M}$ is a bounded operator for any complex $\alpha$ since $\varphi_{M}(z)$ has compact support. Because

$$
e^{\alpha N} \rho_{M}=e^{-N} e^{(\alpha+1) N} \rho_{M}
$$

it follows that $e^{\alpha N} \rho_{M}$ is in trace class being the product
of a trace class operator and a bounded operator. Thus we are assured that

$$
T \rho_{M}=\left(T e^{-B N}\right)\left(e^{\beta N} \rho_{M}\right)
$$

and

$$
T \rho=\left(T e^{-B N}\right)\left(e^{B N} \rho\right)
$$

are in trace class using the fact that trace class operators form a two-sided ideal of the algebra of all bounded operators. ${ }^{4}$

The trace of such operators may be computed in an arbitrary basis, such as the number operator eigenstate $|n\rangle$. For $T \rho_{M}$ we find

$$
\begin{aligned}
\operatorname{Tr}\left(T \rho_{M}\right) & =\sum_{n=0}^{\infty}\langle n| T \rho_{M}|n\rangle \\
& =\sum_{n=0}^{\infty}\langle n| e^{-\beta N / 2} T e^{-\beta N / 2} e^{\beta N / 2} \rho_{M} e^{\beta N / 2}|n\rangle \\
& =\operatorname{Tr}\left(e^{-\beta N / 2} T e^{-\beta N / 2} \rho_{\beta, M}\right)
\end{aligned}
$$

and similarly with the index $M$ omitted. As a result

$$
\begin{aligned}
\left|\operatorname{Tr}\left(T \rho_{M}\right)-\operatorname{Tr}(T \rho)\right| & =\left|\operatorname{Tr}\left(e^{-\beta N / 2} T e^{-\beta N / 2}\left(\rho_{B, M}-\rho_{\beta}\right)\right)\right| \\
& \leqslant\left\|e^{-\beta N / 2} T e^{-\beta N / 2}\right\|\left\|\rho_{B, M}-\rho_{\beta}\right\|_{1}
\end{aligned}
$$

which goes to zero as $M \rightarrow \infty$ uniformly for all $T$ with $\left\|e^{-B N / 2} T e^{-8 N / 2}\right\| \leqslant c<\infty$.

For (iii) we observe that

$$
\operatorname{Tr}\left(T \rho_{M}\right)=\operatorname{Tr}\left(e^{-\beta N / 2} T e^{-\beta N / 2} \rho_{B, M}\right)
$$

while the diagonal representation (6) for $\rho_{B, M}$ leads to ${ }^{2}$

$$
\begin{aligned}
& \operatorname{Tr}\left(e^{-B N / 2} T e^{-\beta N / 2} \rho_{B, M}\right) \\
& \quad=\frac{1}{\pi} \int d^{2} z^{\prime} \varphi_{\beta, M}\left(z^{\prime}\right)\left\langle z^{\prime}\right| e^{-\beta N / 2} T e^{-\beta N / 2}\left|z^{\prime}\right\rangle
\end{aligned}
$$

Use of (9), coupled with the same change of variables, establishes that

$$
\operatorname{Tr}\left(T \rho_{M}\right)=\frac{1}{\pi} \int \varphi_{M}(z)\langle z| T|z\rangle d^{2} z
$$

completing the proof of the Theorem.

## Lemmas and additional remarks

In order to justify the statement in (7) we appeal to
Lemma 1: Let $\varphi(z) \in S\left(R^{2}\right)$ and

$$
\varphi_{R}(z) \equiv S(|z|-R) \varphi(z) \in S\left(R^{2}\right)
$$

Then

$$
A_{R} \equiv \frac{1}{\pi} \int \varphi_{R}(z)|z\rangle\langle z| d^{2} z
$$

converges to $A_{\infty}$ in trace class norm.
Proof: Consider the expression

$$
\Delta A \equiv A_{\infty}-A_{R}=\frac{1}{\pi} \int \varphi_{R}^{\prime}(z)|z\rangle\langle z| d^{2} z
$$

where the integrand

$$
\varphi_{R}^{\prime}(z) \equiv[1-S(|z|-R)] \varphi(z) \in S\left(R^{2}\right)
$$

vanishes for $|z| \leqslant R$. The operator $\Delta A \in B_{1}$ and fulfills the condition

$$
|\langle\psi| \Delta A| \psi\rangle \mid \leqslant\langle\psi| \delta A|\psi\rangle
$$

for all $|\psi\rangle$, where $\delta A$ is nonnegative and given by

$$
\delta A \equiv \frac{1}{\pi} \int\left|\varphi_{R}^{\prime}(z)\right||z\rangle\langle z| d^{2} z
$$

The positive and negative, Hermitian and skew-Hermitian parts of $\Delta A$ may each be so bounded as well leading to

$$
\begin{aligned}
\|\Delta A\|_{1} & \leqslant 4\|\delta A\|_{1} \\
& =\frac{4}{\pi} \sum_{n} \int\left|\varphi_{R}^{\prime}(z)\right||\langle z \mid n\rangle|^{2} d^{2} z \\
& =\frac{4}{\pi} \int_{1_{z} \mid \geqslant R}\left|\varphi_{R}^{\prime}(z)\right| d^{2} z
\end{aligned}
$$

which evidently vanishes when $R \rightarrow \infty$, as desired.
The required property given in (3) is established by
Lemma 2: Let $\rho$ be a density operator such that $e^{\& N} \rho$ $\in B_{1}$ for some $\beta>0$. Then

$$
e^{\beta N / 2} \rho e^{\beta N / 2} \in B_{1}
$$

Proof: We may write

$$
\rho=\sum_{k=0}^{\infty} a_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|
$$

with

$$
a_{k} \geqslant 0, \quad \sum a_{k}=1
$$

and $\left\{\left|\psi_{k}\right\rangle\right\}$ an orthonormal basis. Let $I \equiv\left\{i: a_{i} \neq 0\right\}$. Then for all $i \in I$

$$
\left|\psi_{i}\right\rangle \in R(\rho) \subset D\left(e^{\beta N}\right) \subset D\left(e^{B N / 2}\right) .
$$

To evaluate the trace of $e^{\beta N} \rho \in B_{1}$ we may use any basis, ${ }^{4}$ e.g., the basis $\left\{\left|\psi_{k}\right\rangle\right\}$. Then

$$
\begin{aligned}
\operatorname{Tr}\left(e^{\beta N} \rho\right) & =\sum_{k=0}^{\infty} \sum_{i \in I} a_{i}\left\langle\psi_{k}\right| e^{\beta N}\left|\psi_{i}\right\rangle\left\langle\psi_{i} \mid \psi_{k}\right\rangle \\
& =\sum_{i \in I} a_{i}\left\langle\psi_{i}\right| e^{\beta N}\left|\psi_{i}\right\rangle
\end{aligned}
$$

which clearly converges absolutely. Let

$$
\rho_{n} \equiv \sum_{\substack{i \in I \\ i \leqslant n}} a_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|
$$

and $|\chi\rangle \in D\left(e^{8 N / 2}\right)$. Then

$$
\begin{aligned}
e^{B N / 2} \rho_{n} e^{8 N / 2}|\chi\rangle & =e^{B N / 2} \sum_{\substack{i \in I \\
i \leqslant n}} a_{i}\left\langle\psi_{i}\right| e^{B N / 2}|\chi\rangle\left|\psi_{i}\right\rangle \\
& =\sum_{\substack{i \in I \\
i \leqslant n}} a_{i}\left\langle\varphi_{i} \mid \chi\right\rangle\left|\varphi_{i}\right\rangle
\end{aligned}
$$

where $\left|\varphi_{i}\right\rangle \equiv e^{\mathrm{BN} / 2}\left|\psi_{i}\right\rangle$. Consequently,

$$
\rho_{n}^{B} \equiv e^{B N / 2} \rho_{n} e^{B N / 2} \subset \sum_{\substack{i \in I \\ i \leqslant n}} a_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| \in B_{1}
$$

being an operator of finite rank. These operators and their differences are semidefinite so trace norms equal traces. ${ }^{4}$ For $m>n>n_{0}(\epsilon)$,

$$
\begin{aligned}
\left\|\rho_{m}^{\beta}-\rho_{n}^{\beta}\right\|_{1} & =\operatorname{Tr}\left(\rho_{m}^{\beta}-\rho_{n}^{\beta}\right) \\
& =\sum_{\substack{i \in I \\
n<i \leqslant m}} a_{i}\left\langle\varphi_{i} \mid \varphi_{i}\right\rangle \\
& =\sum_{\substack{i \in I \\
n<i \leqslant m}} a_{i}\left\langle\psi_{i}\right| e^{\beta N}\left|\psi_{i}\right\rangle<\epsilon
\end{aligned}
$$

because of the absolute convergence of $\operatorname{Tr}\left(e^{8 N} \rho\right) .{ }^{4} \mathrm{We}$ conclude that there exists

$$
\lim _{n \rightarrow \infty} \rho_{n}^{\beta}=\lim _{n+\infty} e^{\beta N / 2} \rho_{n} e^{\beta N / 2}=\sum_{i \in I} a_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| \in B_{1} .
$$

Does this limit agree with $e^{\text {BN } / 2} \rho e^{\text {SN } / 2}$ ? Let $|\chi\rangle \in D\left(e^{\text {RN/2 }}\right)$ and introduce

$$
\left|\theta_{n}\right\rangle \equiv \rho_{n} e^{3 N / 2}|X\rangle \in D\left(e^{\beta N / 2}\right)
$$

It follows that

$$
\mathrm{s}-\lim \left|\theta_{n}\right\rangle=\rho e^{\beta N / 2}|\chi\rangle \equiv|\theta\rangle,
$$

since we can estimate

$$
\begin{aligned}
\|\left|\theta_{n}\right\rangle-|\theta\rangle \| & =\|\left(\rho_{n}-\rho\right) e^{\varepsilon N / 2}|\chi\rangle \| \\
& \leqslant\left\|\rho_{n}-\rho\right\|_{\mathbf{1}} \| e^{\beta N / 2}|\chi\rangle \| .
\end{aligned}
$$

By a similar estimate it follows that

$$
\mathrm{s}-\lim e^{\beta N / 2}\left|\theta_{n}\right\rangle=\left(\sum_{i \in I} a_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right|\right)|\chi\rangle
$$

Since $e^{8 N / 2}$ is a closed operator,

$$
\begin{aligned}
\mathrm{s}-\lim e^{8 N / 2}\left|\theta_{n}\right\rangle & =e^{8 N / 2} \mathrm{~S}-\lim \left|\theta_{n}\right\rangle \\
& =e^{\mathrm{BN/2}}|\theta\rangle \\
& =e^{\mathrm{BN} / 2} \rho e^{\mathrm{BN} / 2}|\chi\rangle .
\end{aligned}
$$

Consequently,

$$
e^{B N / 2} \rho e^{\beta N / 2} \subset \sum_{i \in I} a_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| \in B_{1},
$$

establishing the desired result.
Remark 1: The preceding proof makes no special use of the fact that $N$ is the number operator. Consequently, it follows, for any density operator $\rho$, if $A^{2} \rho \in B_{1}$ then $A \rho A \in B_{1}$ for an arbitrary self-adjoint operator $A \geqslant 1$. Indeed it is a trivial extension to allow $\rho$ to be a general element of $B_{1}$, which in turn, under the stated conditions, implies that $\rho A^{2} \in B_{1}$.

Remark 2: While only one condition on $\rho$ is necessary, the two conditions imposed on $T$ are not redundant as may be seen in the following examples:
(a) Let

$$
T=\sum_{n=0}^{\infty}|n\rangle e^{2 \beta n}\langle 2 n| .
$$

Then

$$
\begin{aligned}
& T e^{-\beta N}=\sum_{n=0}^{\infty}|n\rangle\langle 2 n| \quad \text { (bounded) } \\
& e^{-\beta N / 2} T e^{-\beta N / 2}=\sum_{n=0}^{\infty}|n\rangle e^{8 n / 2}\langle 2 n| \quad \text { (unbounded). }
\end{aligned}
$$

(b) Let

$$
T=\sum_{n=0}^{\infty}|2 n\rangle e^{3 \beta_{n} / 2}\langle n| .
$$

## Then

$$
\begin{aligned}
& T e^{-\beta N}=\sum_{n=0}^{\infty}|2 n\rangle e^{\beta n / 2}\langle n| \quad \text { (unbounded) } \\
& e^{-\beta N / 2} T e^{-\beta N / 2}=\sum_{n=0}^{\infty}|2 n\rangle\langle n| \quad \text { (bounded). }
\end{aligned}
$$
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# Duality of observables and generators in classical and quantum mechnics* 

Emile Grgin and Aage Petersen<br>Belfer Graduate School of Science, Yeshiva University, New York, New York 10033<br>(Received 28 June 1971; final revised manuscript received 26 December 1973)<br>In classical and in quantum mechanics physical variables play a dual role as observables and as generators of infinitesimal transformations in the invariance groups. We show that if the Lie algebra of generators is central simple, the observable-generator duality restricts the structure of the algebra of observables to two cases: a commutative, associative algebra as in classical mechanics, or a central simple special Jordan algebra as in quantum mechanics.

## I. INTRODUCTION

It is a peculiar feature of both classical and quantum mechanics that the physical variables of these theories play a dual role as observables and as generators of infinitesimal transformations in the invariance groups. (For example, one and the same variable plays the role of an observable, called the energy, and of a generator, called the Hamiltonian). The fundamental significance of this pointwise identification of two sets of conceptually different objects manifests itself in the description of the measurement process. ${ }^{1}$ In fact, the observablegenerator duality is at the root of the Bohr-Heisenberg principle of equivalence between definability and measurability in physics, a principle which has played a fundamental role in the discussions of the foundations of quantum mechanics. ${ }^{2}$

In this paper we study the identification of observables and generators from an algebraic point of view. ${ }^{3}$ Each of the sets of observables and generators is an algebra, and the observable-generator duality manifests itself as a map from the space of observables to the space of generators. This map interrelates the two algebras, imposing restrictions on their structures. Our purpose is to investigate these restrictions.

In Sec. II we construct an abstract algebraic structure that has the observable-generator duality as a fundamental property. We show that such a structure is a system $\{H, \tau, \alpha\}$, where $H$ is a linear space over a field $\mathcal{F}$, equipped with two algebraic products, $\tau$ and $\alpha$, such that the product $\alpha$ is a Lie product and its distribution law with respect to the product $\tau$ is the deriva tion rule. The duality map is the canonical projection of the Lie algebra $\{H, \alpha\}$ onto its algebra of inner derivations.

In Sec. III we investigate the important class of structures $\{H, \tau, \alpha\}$ for which the kernel of the duality map is minimal, i.e., $\{0\}$ or the field 7 , and the image of this map is a central simple Lie algebra. Since objects of this type first appeared in physics in Hamilton's formulation of classical mechanics, we call such structures Hamilton algebras.

One sees that if $\{H, \tau, \alpha\}$ is a Hamilton algebra, and if $\tau=\sigma+\pi$, where the products $\sigma$ and $\pi$ are, respectively, the symmetric and antisymmetric parts of the product $\tau$, then the structures $\{H, \sigma, \alpha\}$ and $\{H, \pi, \alpha\}$ are also Hamilton algebras.

We show that there exists no nondegenerate antisymmetric Hamilton algebra $\{H, \pi, \alpha\}$. We further prove
that in symmetric Hamilton algebras $\{H, \sigma . \alpha\}$, there is a relation between the association properties of the products $\sigma$ and $\alpha$. Specifically, according to this association relation the associator with respect to the product $\sigma$ is proportional to the corresponding associator with respect to the product $\alpha$, the proportionality constant being an element of the field of scalars, 7. If this constant vanishes, we call the structure $\{H, \sigma, \alpha\}$ a classical Hamilton algebra. Thus, in a classical Hamilton algebra the substructure $\{H, \sigma\}$ is an associative and commutative algebra. If the proportionality constant in the association relation does not vanish, we call the structure $\{H, \sigma, \alpha\}$ a quantum Hamilton algebra. We show that in a quantum Hamilton algebra the substructure $\{H, \sigma\}$ is a central simple special Jordan algebra.

## II. ALGEBRAS WITH DUALITY

In the standard formulation of classical mechanics the observables are real functions on a phase space and the product of observables is the commutative and associative product of these functions. In the standard formulation of quantum mechanics the observables are selfadjoint operators on a Hilbert space and the product of observables is the commutative, but not associative Hermitian product (i.e., the anticommutator) of these operators.

In addition to the commutative and associative product of functions, the space of classical physical variables is equipped with a second bilinear operator, the Poisson bracket $\{$,$\} , which is a Lie product. For every$ classical physical variable $f(p, q)$, the symbol $\{f$, represents a linear operator which acts on the algebra of observables and produces in that algebra an infinitesimal canonical transformation:

$$
h(p, q) \rightarrow h(p, q)+\epsilon \cdot\{f, h\}(p, q)
$$

where $\epsilon$ is an infinitesimal real parameter. Similarly, in addition to the Hermitian product, the space of selfadjoint operators of quantum mechanics is equipped with a second bilinear operation, the commutator $[,] / i \hbar$, which is a Lie product. For every quantum physical variable $A$, the symbol $[A, 1 / i \hbar$ represents a linear operator which acts on the algebra of observables and produces in that algebra an infinitesimal unitary transformation:

$$
B \rightarrow B+\epsilon \cdot[A, B] / i \hbar
$$

Thus, in both theories, each variable plays a dual role as an observable and as a generator of a transformation belonging to the invariance group of the theory.

We shall now construct an abstract algebraic structure in which the observable-generator duality is incorporated. As a first step, we give a formal definition of this duality. Let $\{H, \tau\}$ be an algebra, i.e., $H$ is a linear space over a field $\mathcal{F}$, and $\tau$ is the symbol for the product in $H$ :

$$
\tau: H \otimes H \rightarrow H
$$

For our present purpose it is unnecessary to specify the field of scalars $\overline{\mathcal{J}}$. Of course, the scalars of the algebras of observables in classical and quantum mechanics are the real numbers. Let $\mathcal{E}^{\prime}$ denote the associative algebra of linear operators acting on the linear space $H$, and let $\mathcal{\delta}_{\tau}^{\prime}$ be the subset of $\mathcal{E}^{\prime}$ consisting of the infinitesimal automorphisms of the algebra $\{H, \tau\}$. Every element of the set $\varepsilon_{\tau}^{\prime}$ has the form $I^{\prime}+\epsilon D^{\prime}$, where $I^{\prime}$ is the identity operator, and $D^{\prime}$ some linear operator, both belonging to $\mathcal{E}^{\prime}$. The automorphism condition reads

$$
\left(I^{\prime}+\epsilon D^{\prime}\right)(f \tau g)=\left(\left(I^{\prime}+\epsilon D^{\prime}\right) f\right) \tau\left(\left(I^{\prime}+\epsilon D^{\prime}\right) g\right)
$$

where $f, \ldots, \in H$. This implies

$$
D^{\prime}(f \tau g)=\left(D^{\prime} f\right) \tau g+f \tau\left(D^{\prime} g\right)
$$

i.e., the operator $D^{\prime}$ is a derivation in the algebra
$\{H, \tau\}$. The $\operatorname{set} D^{\prime}, D^{\prime} \subset \mathcal{E}^{\prime}$, of derivations in $\{H, \tau\}$ is a Lie algebra $\left\{D^{\prime},[],\right\}$ with the commutator as Lie product.

If we think of the linear space $H$ as the space of physical variables, and of the algebra $\{H, \tau\}$ as the algebra of observables, then the observable-generator duality is a requirement that every element of the linear space $H$, i.e., every physical variable, in addition to being an element of the algebra $\{H, \tau\}$, i.e., an observable, also be able to uniquely define an infinitesimal automorphism of the algebra $\{H, \tau\}$. Thus, to every element of $H$ there is associated a unique element of the derivation algebra $\left\{D^{\prime}[],\right\}$, i.e., a generator of an infinitesimal automorphism. In other words, the observable-generator duality amounts to the existence of a map

$$
\varphi^{\prime}: H \rightarrow D^{\prime}
$$

The map $\varphi^{\prime}$, which shall be called the duality map, is to be a fundamental structure of the mathematical object we are constructing. This means that the other structures of the object must be compatible with it, and that the object must be so constructed that the duality map is "natural," i.e., that no choices have to be made in order to exhibit it.

To bring out the structural conditions which the duality map $\varphi^{\prime}$ imposes on the system consisting of the algebras $\{H, \tau\}$ and $\left\{D^{\prime},[],\right\}$, we separate the operator structure from the algebraic structure of the set $D^{\prime}$. Let $\mathcal{E}$ be a linear space isomorphic with $\mathcal{C}^{\prime}$, and $\gamma$ be a map

$$
\gamma: \varepsilon \otimes H \rightarrow H
$$

defined by the requirement that for every operator $U^{\prime}$ $\in \mathcal{E}^{\prime}$, and the corresponding vector $U \in \mathcal{E}$, the identity $U^{\prime} f \equiv U d l \gamma f \in H$ should hold for every $f \in H$. In short, $U^{\prime}$ $=U \gamma$. Further, let $D \subset \mathcal{E}$ denote the abstract vector space which corresponds to the space $D^{\prime}$ of derivations. A Lie product $\mu$ is now defined in $D$ by the requirement that the Lie algebras $\{D, \mu\}$ and $\left\{D^{\prime},[],\right\}$ be isomorphic.

Specifically, the product $\mu$ in $D$ is related to the commutator in $D^{\prime}$ by the identity

$$
\begin{equation*}
(U \mu V)_{\gamma f}=[U \gamma, V \gamma] f=U_{\gamma}(V \gamma f)-V \gamma\left(U_{\gamma} f\right) \tag{1}
\end{equation*}
$$

for all $U, V \in D$ and $f \in H$. We shall denote by $\varphi$ the map from $H$ into $D$ corresponding to the duality $\operatorname{map} \varphi^{\prime}$, and by $B$ the image space of $\varphi$, i.e., $B=\varphi(H)$. The elements of $B$ will be denoted by the letters $F, G, H, \cdots$ where $F=\varphi(f)$ for $f \in H$, etc.

Every element of $D$ generates two infinitesimal automorphisms, one in the algebra $\{H, \tau\}$ via the $\operatorname{map} \gamma$, and one in the Lie algebra $\{D, \mu\}$ itself via the product $\mu$. Clearly, for the map $\varphi$ to be compatible with the other structures, its image space $B$ mus.t be invariant with respect to the infinitesimal automorphisms generated by elements of $B$ itself, i.e., $B \mu B \subseteq B$. Hence, $\{B, \mu\}$ is a Lie subalgebra of the derivation algebra $\{D, \mu\}$.
The duality map $\varphi$ induces a new algebraic product, $\alpha$, in its domain space via the diagram

$$
\begin{aligned}
& H \otimes H \cdot \alpha \\
& \varphi \\
& \\
& \\
& B \otimes H \gamma^{\prime}
\end{aligned}
$$

which is equivalent to the identity

$$
\begin{equation*}
f \alpha g=F \gamma g \tag{2}
\end{equation*}
$$

Thus, the two linear operators on $H, f \alpha$ and $F \gamma=\varphi(f) \gamma$ are identical:

$$
\begin{equation*}
f \alpha=F \gamma \tag{3}
\end{equation*}
$$

The condition that the product $\alpha$ be preserved by the infinitesimal transformations in $H$ generated by the operators $H \gamma, H \in B$, reads

$$
H \gamma(f \alpha g)=(H \gamma f) \alpha g+f \alpha(H \gamma g)
$$

With identity (3), this relation becomes

$$
\begin{equation*}
h \alpha(f \alpha g)=(h \alpha f) \alpha g+f \alpha(h \alpha g) \tag{4}
\end{equation*}
$$

From relation (3) one obtains, for the commutator, the expression

$$
[H \gamma, F \gamma] g=[h \alpha, f \alpha] g=h \alpha(f \alpha g)-f \alpha(h \alpha g)
$$

which, with Eq. (4), yields

$$
[h \alpha, f \alpha]=(h \alpha f) \alpha
$$

The antisymmetry of the commutator implies the same property for the product $\alpha$ :

$$
\begin{equation*}
f \alpha h=-h \alpha f \tag{5}
\end{equation*}
$$

The antisymmetry condition (5) and the derivation rule (4) yield the Jacobi identity

$$
\begin{equation*}
f \alpha(g \alpha h)+g \alpha(h \alpha f)+h \alpha(f \alpha g)=0 \tag{6}
\end{equation*}
$$

Hence, the algebra $\{H, \alpha\}$ is a Lie algebra.
The diagram shows that $(\operatorname{Ker} \varphi) \alpha H=\{0\}$. Thus, $\operatorname{Ker} \varphi$ $\subseteq C$, where $C$ is the center of the algebra $\{H, \alpha\}$. This further implies the condition $\operatorname{B\gamma } \operatorname{Ker} \varphi=\{0\}$. One also sees that the image spaces of the linear maps $\gamma$ and $\alpha$ coincide, i.e., $\operatorname{Im} \alpha=\operatorname{Im} \gamma$.

The duality map also induces a product, $\nu$, in its image space $\beta$ via the diagram

$$
\begin{aligned}
& B \otimes H \xrightarrow{\nu} H \\
& \| \downarrow \varphi \downarrow \varphi \\
& B \otimes B \xrightarrow{\nu} \rightarrow B
\end{aligned}
$$

which is equivalent to the identity

$$
\begin{equation*}
\varphi(F \gamma g)=F \nu G \tag{7}
\end{equation*}
$$

This diagram is possible only if $B \gamma \operatorname{Ker} \varphi \subseteq \operatorname{Ker} \varphi$, but since the previous diagram required $\operatorname{Br} \operatorname{Ker} \varphi=\{0\}$, no new condition is being imposed. One sees that the image of the induced map $\nu$ coincides with the image space of the composite $\operatorname{map} \varphi \circ \gamma$, i.e., $\operatorname{Im} \nu=\varphi(\operatorname{Im} \gamma)$.
Identities (2) and (7) yield the relation

$$
\varphi(f \alpha g)=\varphi(F \gamma g)=F \nu G .
$$

Thus, the diagram
is commutative, i.e., the algebra $\{B, \nu\}$ is a homomorphic image of the Lie algebra $\{H, \alpha\}$ under the duality map $\varphi$. Consequently, $\operatorname{Ker} \varphi$ is an ideal in $\{H, \alpha\}$ and $\{B, \nu\}$ is isomorphic to the Lie algebra $\{H, \alpha\} / \operatorname{Ker} \varphi$.

From the previous identities one obtains the relations

$$
\begin{aligned}
& {[f \alpha, g \alpha]=(f \alpha g) \alpha=(\varphi(f \alpha g)) \gamma=(F \nu G) \gamma,} \\
& {[f \alpha, g \alpha]=[F \gamma, G \gamma]=(F \mu G) \gamma,}
\end{aligned}
$$

which imply $F \nu G=F \mu G$ for all $F, G \in B$, i. e., the products $\nu$ and $\mu$ are identical.

The set $H \alpha$ of operators $f \alpha$ is the algebra of inner derivations of the Lie algebra $\{H, \alpha\}$. It is isomorphic to the quotient algebra $\{H, \alpha\} / C$. Since, due to relation (3), all operators in the set $B \gamma$ are inner derivations in $\{H, \alpha\}$, one has $B \gamma \subseteq H \alpha$. On the other hand, $\operatorname{Ker} \varphi$ $\subseteq C$ implies

$$
\{H, \alpha\} / C \subseteq\{H, \alpha\} / \operatorname{Ker} \varphi,
$$

i.e., $H \alpha$ is isomorphic with a subalgebra of $\{B, \mu\}$, so that $B \gamma \supseteq H \alpha$. Thus, $\operatorname{Ker} \varphi=C$, i.e., the kernel of the duality map is the center of the algebra $\{H, \alpha\}$. In other words, the duality map is the canonical projection of the Lie algebra $\{H, \alpha\}$ onto its algebra of inner derivations.

In summary, the system consisting of an algebra $\{\boldsymbol{x}, \tau\}$ a subalgebra $\left\{B^{\prime},[],\right\}$ of the algebra of derivations in $\{H, \tau\}$, and a duality map of $H$ onto $B^{\prime}$, is equivalent to an algebra $\{H, \tau, \alpha\}$ with two products such that the distribution law of the Lie product $\alpha$ with respect to the product $\tau$ is the derivation rule, and the Lie algebra $H \alpha$ of inner derivations in $\{H, \alpha\}$ is isomorphic to the Lie algebra $\left\{B^{\prime},[],\right\}$.

## III. HAMILTON ALGEBRAS

Having shown that a structure with duality is equivalent to an algebraic system with two products $\{H, \tau, \alpha\}$, we now investigate the restrictions that are imposed on the product $\tau$ and the Lie product $\alpha$ by the conditions that they exist in a common underlying space and be related by the derivation rule. We do not study this question for general algebras $\{H, \tau, \alpha\}$, but restrict
ourselves to the family of algebras $\{H, \tau, \alpha\}$ for which the kernel of the duality map is minimal, and its image is a central simple Lie algebra. We call such twoproduct systems Hamilton algebras.
Definition: A Hamilton algebra $\{H, \tau, \alpha\}$ is a linear space $H$ over a field $\mathcal{F}$, equipped with two bilinear operations: a product $\tau$ and a Lie product $\alpha$, satisfying the following conditions (where $f, g, h, \cdots \in H$ ):
(1) Lie conditions:

$$
\begin{equation*}
f \alpha g=-g \alpha f \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
(f \alpha g) \alpha h+(g \alpha h) \alpha f+(h \alpha f) \alpha g=0 . \tag{9}
\end{equation*}
$$

(2) Derivation condition:

$$
\begin{equation*}
f \alpha(g \tau h)=(f \alpha g) \tau h+g \tau(f \alpha h) . \tag{10}
\end{equation*}
$$

(3) Minimality condition: The center $C$ of the Lie algebra $\{H, \alpha\}$ is minimal, i.e., $C=\exists e$ if the algebra $\{H, \tau\}$ has a unit element $e$, and $C=\{0\}$ if $\{H, \tau\}$ has no unit element.
(4) Simplicity condition: The Lie algebra $H \alpha \simeq\{H, \alpha\} /$ ( is central simple. That is, (a) $H \alpha$ is simple, i.e., if $y$ is an ideal in $H \alpha$, then either $y=\{0\}$ or $y=H \alpha$; (b) any algebra obtained from $H \alpha$ by extension of the base field $\mathcal{f}$ is simple.

This definition of a Hamilton algebra is purely algebraic. If $H$ is a topological linear space and $\{H, \alpha\}$ a topological Lie algebra, the corresponding definition of a topological Hamilton algebra imposes itself, but we do not consider it in this paper.

If $\{H, \alpha\}$ is a central simple Lie algebra, the structure $\{H, r \alpha, \alpha\}$, where $r \in \mathcal{J}$, is a Hamilton algebra. Such a Hamilton algebra shall be called degenerate, or trivial if $r=0$.

Let $\{H, \tau, \alpha\}$ be a Hamilton algebra. Since the linear operators $f \alpha, f \in H$, are derivations with respect to the product $\tau$, they are also derivations with respect to the opposite product $\tau^{\prime}$ defined by the identity $g \tau^{\prime} h=h \tau g$, and hence, by linearity, they are derivations with respect to the symmetric and antisymmetric parts of $\tau$ defined by the relations

$$
\sigma=\left(\tau+\tau^{\prime}\right) / 2, \quad \pi=\left(\tau-\tau^{\prime}\right) / 2
$$

In other words, if $\{H, \tau, \alpha\}$ is a Hamilton algebra, so are the structures $\{H, \sigma, \alpha\}$ and $\{H, \pi, \alpha\}$, which shall be called, respectively, symmetric and antisymmetric Hamilton algebras. Since an algebra $\{H, \pi\}$ with $\pi$ antisymmetric has no unit, the algebras $\{H, \alpha\}$ and $H \alpha$ are isomorphic in an antisymmetric Hamilton algebra.

In investigating the association properties of the product $\tau$ we shall need the concept of the associator. The associator $[f, g, h]$ of the product $\tau$ in $H$ is a linear map

$$
[,,]: H \otimes H \otimes H \rightarrow H
$$

defined by the identity

$$
[f, g, h]=(f \tau g) \tau h-f \tau(g \tau h) .
$$

It "measures" the deviation from associativity of the product $\tau$. One verifies that if the product $\tau$ is either symmetric, i.e., $\tau=\sigma$, or antisymmetric, $\tau=\pi$, the
associator is antisymmetric in its exterior variables, i.e.,

$$
[f, g, h]=-[h, g, f] .
$$

Furthermore, if $\tau=\sigma$ or $\tau=\pi$, the associator satisfies the identity

$$
\begin{equation*}
[f, h \alpha g, g]+[h, f \alpha g, g] \equiv 0 . \tag{11}
\end{equation*}
$$

For $\tau=\sigma$, identity (11) is obtained by expanding each term of the identity

$$
(f \sigma h) \alpha(g \sigma g)+(g \sigma g) \alpha(f \sigma h) \equiv 0
$$

by means of the derivation rule (10). For $\tau=\pi$, it is obtained in a similar manner from the identity

$$
(f \pi g) \alpha(g \pi h)+(g \pi h) \alpha(f \pi g) \equiv 0 .
$$

We shall now show that relation (11) leads to the following:

Lemma: Let $\{H, \tau, \alpha\}$ be a symmetric or antisymmetric Hamilton algebra. Then there exists in $H$ a product

$$
\rho: H \otimes H \rightarrow H
$$

such that

$$
\begin{align*}
& f \rho g=-g \rho f,  \tag{12}\\
& f \alpha(g \rho h)=(f \alpha g) \rho h+g \rho(f \alpha h),  \tag{13}\\
& g \rho(f \alpha h)=[f, g, h] . \tag{14}
\end{align*}
$$

Proof: For any $g \in H$ let $R_{g}$ denote the right multiplication operator defined by the identity $R_{g} f=f \alpha g$. Relation (11) implies [ $k, f \alpha g, g]=0$ for every $k \in \operatorname{ker} R_{g}$. Thus, the kernel of the linear map $A: H \rightarrow H$ defined by $A$ $=[, f \alpha g, g]$ contains Ker $R_{g}$. This guaranties the existence of a map $B: H \rightarrow H$ such that $A=B \circ R_{g}$, i.e.,

$$
[h, f \alpha g, g]=B(h \alpha g) .
$$

Since the associator in this relation is linear in the variable $f \alpha g$, while the right-hand side is linear in $h \alpha g$, one can introduce a new map, $M_{g}$, defined by the identity

$$
\begin{equation*}
M_{g}(h \alpha g, f \alpha g)=[h, f \alpha g, g] \tag{15}
\end{equation*}
$$

It follows from relation (11) that the map

$$
M_{g}:(H \alpha g) \otimes(H \alpha g)-H
$$

is antisymmetric.
We shall now prove that there exists a map $M: H$ $\otimes H \rightarrow H$ such that, for every $g \in H$, the map $M_{g}$ is a restriction of the map $M$. First, we note that, for any given $g \in H$, there is an extension of $M_{g}$ to a map whose domain is $H \otimes H$. Such an extension of $M_{g}$ shall also be denoted by $M_{g}$, and hence, from now on, $M_{g}: H \otimes H \rightarrow H$. In substituting $t g$ for $g$, where $t \in \mathcal{F}$, in relation (15), one verifies that the map $M_{g}$ is the same for all points belonging to the same ray through the point $g$ in $H$, i.e., $M_{t g}=M_{g}$. By linearity, substitution of $t g+k$ for $g$ in relation (15), $t$ being a variable over $\mathcal{F}$ and $k$ an arbitrary element of $H$, now yields the equation

$$
\begin{aligned}
& t^{2}\left\{M_{g}(h \alpha g, f \alpha g)-M_{g+k / t}(h \alpha g, f \alpha g)\right\}+t\{[h, f \alpha g, k] \\
& \left.+[h, f \alpha k, g]-M_{t \delta^{+k}}(h \alpha g, f \alpha k)-M_{t \xi^{*} k}(h \alpha k, f \alpha g)\right\} \\
& +\left\{M_{k}(h \alpha k, f \alpha k)-M_{t g+k}(h \alpha k, f \alpha k)\right\} \equiv 0 .
\end{aligned}
$$

Since this relation must be satisfied for all values of $t$, the coefficients must vanish. The vanishing of the first coefficient implies $M_{g}=M_{s+k / t}$. Since $k$ is arbitrary and does not appear in the arguments of these maps, the indices $g$ and $g+k / t$ are independently arbitrary points of $H$ and it follows that $M_{g}$ does not depend on $g$. Thus, there is indeed only one map $M: H \otimes H-H$. The vanishing of the third coefficient yields the same result. The vanishing of the second coefficient implies the identity

$$
\begin{aligned}
{[h, f \alpha g, k] } & -M(h \alpha k, f \alpha g) \\
& =-[h, f \alpha k, g]+M(h \alpha g, f \alpha k) .
\end{aligned}
$$

In the antisymmetric case, $\tau=\pi$, the product $\alpha$ is onto. One can thus write $f \alpha g=m \in H$, and consider $m$ as an arbitrary point. The left-hand side of the above identity is then linear in $m$, while the right-hand side is not a function of this variable. This implies the vanishing of both sides, i.e.,

$$
M(h \alpha k, m)=[h, m, k] .
$$

By writing the antisymmetric bilinear map $M$ in the product symbolism one obtains relation (14). In the symmetric case, $\tau=\sigma$, the product $\alpha$ may be into, and the domain of the variable $m$ may be only the complement of the $\alpha$-center $C$ in $H$. In this case, one can extend the domain of the map $M$ from $H \otimes H_{\alpha}$, where $H_{\alpha}=H \alpha H$ is the image space of $\alpha$, to $H \otimes H$ by setting $M(h \alpha k, m)=0$ if $m \in C$. The derivation relation (13) is obtained by applying the derivation law (10), with $\tau=\sigma$ or $\tau=\pi$, to relation (14) in which the associator is first replaced by its definition. This completes the proof of the lemma.

We next investigate the two cases, $\tau=\pi$ and $\tau=\sigma$, separately.

## The antisymmetric case

Let $\{H, \alpha\}$ be a central simple Lie algebra and let II denote the set of all possible products $\pi$ on $H$ for which $\{H, \pi, \alpha\}$ is an antisymmetric Hamilton algebra. Since every $\pi \in \Pi$ is a linear map, $\pi: H \otimes H \rightarrow H$, and since the derivation rule (10) is linear, the set $\Pi$ is a linear space. The origin of the space $\Pi$ corresponds to the trivial Hamilton algebra $\{H, 0, \alpha\}$, while the existence of the degenerate algebra $\{H, \alpha, \alpha\}$ implies $\alpha \in \Pi$. Furthermore, according to the previous lemma, for every $\pi \in \Pi$ there exists an element $\rho \in \Pi$ defined by relation (14).

It is easy to see that all maps $\pi \in \Pi$, except the origin $\pi=0$, are onto. For any $\pi \in \Pi$, let $H_{\pi}$ denote its image space. Obviously, since $H_{\pi} H_{\pi} \subseteq H_{\pi}$, the space $H_{\pi}$ is an ideal in the algebra $\{H, \pi\}$. The derivation rule (10) implies

$$
H_{\alpha} H_{\pi} \subseteq H_{r}
$$

i.e., $H_{\mathrm{r}}$ is an ideal in the algebra $\{H, \alpha\}$. Since $\{H, \alpha\}$ is simple, it follows that either $H_{r}=\{0\}$, i.e., $\pi$ is the zero map, or $H_{r}=H$, i.e., $\pi$ is onto.

Consider now relation (14), which, written full, reads

$$
\begin{equation*}
(f \pi g)_{\pi h}-f \pi(g \pi h)=g \rho(f \alpha h) . \tag{16}
\end{equation*}
$$

By subtracting from this identity its two cyclic transforms and using the derivation rule (13), one obtains the relation

$$
\begin{equation*}
2 g \pi(h \pi f)=g \rho(f \alpha h)+g \alpha(f \rho h) \tag{17}
\end{equation*}
$$

Let $y_{\pi}$ be an ideal of the algebra $\{H, \pi\}$ and let $g$ be a point in this ideal. Relation (16) then implies that $H \rho y_{\pi}=y_{\pi}$, i.e., $y_{\pi}$ is also a $\rho$-ideal。With this result, relation (17) then implies that $y_{\pi}$ is also an $\alpha$-ideal. Hence, all algebras $\{H, \pi\}, \pi \in \Pi$ and $\pi \neq 0$, are simple. We can now prove the following:

Theorem: There are no nondegenerate antisymmetric Hamilton algebras.

Proof: Since $\alpha \in \Pi$ (corresponding to the degenerate Hamilton algebra $\{H, \alpha, \alpha\}$ ), the linear space $\Pi$ is at least one-dimensional. The theorem states that it is exactly one-dimensional. We shall prove this by deriving a contradiction from the assumption dim $\Pi>1$.

Consider a linear basis in $\Pi$ consisting of the linearly independent points $\alpha$ and $\pi_{i}, i \in I$, where $I$ is an index set. Every point $\pi \in \Pi$ is then of the form $\pi=\pi^{\prime}+s \alpha$, where $s$ is in $\mathcal{F}$ and $\pi^{\prime} \in \Pi$ has no $\alpha$ component, i.e., $\pi^{\prime}$ is of the form

$$
\pi^{\prime}=\sum_{i} r^{i} \pi_{i}
$$

the coefficients $r^{i}$ being in 7 . Since the map $\rho$ corresponding to $\pi$ is also in $\Pi$, as proved earlier, a set of coefficients, $a^{i}=a^{i}(r, s), b=b(r, s)$, functions of $r^{i}, s$, exists such that

$$
\rho=\sum_{i} a^{i} \pi_{i}+b \alpha .
$$

By substituting these expressions into relation (17), one obtains

$$
\begin{equation*}
2 g \pi^{\prime}\left(h \pi^{\prime} f\right)=g \rho^{\prime}(f \alpha h)+g \alpha\left(f \rho^{\prime} h\right), \tag{18}
\end{equation*}
$$

where

$$
\rho^{\prime}=\sum_{j}\left(a^{j}+2 s r^{j}\right) \pi_{j}+\left(b+s^{2}\right) \alpha .
$$

Since $g \pi^{\prime}\left(h \pi^{\prime} f\right)$ is independent of the variable $s, \rho^{\prime}$ must also be independent of $s$, which implies

$$
\begin{aligned}
& a^{j}(r, s)=a^{j}(r, 0)-2 s r^{j} \text { for all } j \in I, \\
& b(r, s)=b(r, 0)-s^{2} .
\end{aligned}
$$

Furthermore, since $g \pi^{\prime}\left(h \pi^{\prime} f\right)$ is a bilinear function of the coefficients $r^{i}$, identity (18) implies that $\rho^{\prime}$ must also be such a function, i.e.,

$$
\begin{aligned}
& a^{j}(r, 0)=\sum_{i, k} P_{i k}^{j} r^{i} r^{k} \\
& b(r, 0)=\sum_{i, k} Q_{i k} r^{i} r^{k}
\end{aligned}
$$

where $P_{i k}^{j}, Q_{i k}$ are some constant coefficients. Thus

$$
\begin{aligned}
& a^{j}(r, s)=\sum_{i, k} P_{i k}^{j} r^{i} r^{k}-2 s r^{j}, \\
& b(r, s)=\sum_{i, k} Q_{i k} r^{i} r^{k}-s^{2} .
\end{aligned}
$$

Consider now the following system of quadratic equations:

$$
\begin{aligned}
& \sum_{i, k} P_{i k}^{j} r^{i} r^{k}-2 s r^{j}=0, \\
& \sum_{i} r^{i} r^{i}=1 .
\end{aligned}
$$

Since there are as many unknowns $r^{k}, s$, as equations, the fundamental theorem of algebra guaranties the existence of solutions for $r^{i}, s$. These solutions are in general in the algebraic closure of $\mathcal{7}$. Let $r_{0}^{i}, s_{0}$ be a
set of solutions, and $\pi_{0}=\sum_{i} r_{0}^{i} \pi_{i}+s_{0} \alpha$ the corresponding product $\pi$. The equation $\sum_{i} r^{i} r^{i}=1$ prevents the vanishing of all coefficients $r^{i}$, and hence $\pi_{0}$ can not be degenerate or trivial. Since $a^{i}\left(r_{0}, s_{0}\right)=0$, the product $\rho$ corresponding to $\pi_{0}$ is proportional to $\alpha$, say $\rho=-b_{0} \alpha$. Equation (17) then implies

$$
\begin{equation*}
f \pi_{0}\left(g \pi_{0} h\right)=b_{0} f \alpha(g \alpha h) . \tag{19}
\end{equation*}
$$

The coefficient $b_{0}$ cannot vanish, since this would imply $\pi_{0}=0$. Since $g \alpha h$ can be an arbitrary element $k$ of $H$, identity (19) implies that $g \pi_{0} h$ is a linear function of $g \alpha h$ :

$$
\begin{equation*}
g \pi_{0} h=L(g \alpha h) \tag{20}
\end{equation*}
$$

where $L: H \rightarrow H$. The same relation further implies the following identity involving $L$ and $\alpha$ only:

$$
\begin{equation*}
L(f \alpha(L k))=b_{0} f \alpha k \tag{21}
\end{equation*}
$$

$f$ and $k$ being arbitrary elements of $H$. From the derivation condition,

$$
f \alpha\left(g \pi_{0} h\right)=(f \alpha g) \pi_{0} h+g \pi_{0}(f \alpha h)
$$

one gets the identity

$$
\begin{equation*}
f \alpha(L k)=L(f \alpha k) \tag{22}
\end{equation*}
$$

which, substituted into relation (21), yields

$$
L^{2}(f \alpha k)=b_{0} f \alpha k
$$

Since the point $f \alpha k$ can be chosen arbitrarily, one has

$$
\begin{equation*}
L^{2}=b_{0} I \tag{23}
\end{equation*}
$$

where $I$ is the identity map in $H$. Relation (23) implies that the linear space $H$ is a direct sum of the two eigenspaces of the operator $L$, i.e., $H=H_{+} \oplus H_{-}$. In $H_{+}$, $L=\sqrt{b_{0}} I$, and in $H_{-}, L=-\sqrt{b_{0}} I$. Identity (22) implies that the points $k$ and $f \alpha k$ must belong to the same eigenspace for all $f \in H$, i.e., $H \alpha H_{+} \subseteq H_{+}$and $H \alpha H_{-} \subseteq H_{-}$. Hence, the eigenspaces $H_{+}$and $H_{-}$are ideals in the algebra $\{H, \alpha\}$. Since the algebra $\{H, \alpha\}$ is central simple, this implies that $H_{+}$and $H_{-}$are either $\{0\}$ or $H$. Thus, there can be only one eigenspace. In other words, the operator $L$ is a multiple of the identity, which implies that $\pi_{0}$ is degenerate. This contradicts the previous conclusion that it is not. Hence, $\Pi$ is one-dimensional. This completes the proof of the theorem.

## The symmetric case

Let $\{H, \sigma, \boldsymbol{\alpha}\}$ be a symmetric Hamilton algebra.
According to relation (14), the product $\sigma$ satisfies the identity

$$
\begin{equation*}
(f \sigma g) \sigma h-f \sigma(g \sigma h)=g \rho(f \alpha h) \tag{24}
\end{equation*}
$$

where $\rho$ is an antisymmetric product with respect to which the product $\alpha$ is a derivation. One verifies that the associator of a symmetric product satisfies the identity

$$
[f, g, h]+[g, h, f]+[h, f, g]=0
$$

By substituting into this identity Eq. (24), one obtains the relation

$$
g \rho(f \alpha h)+h \rho(g \alpha f)+f \rho(h \alpha g)=0
$$

which, with the derivation rule of $\alpha$ with respect to $\rho$, yields

$$
f \rho(h \alpha g)=f \alpha(h \rho g)
$$

This relation implies that $h p g$ is a linear function of $h \alpha g$, and by arguments similar to those used in proving relation (23) one shows that the product $\rho$ is proportional to $\alpha$. Hence, relation (24) reads

$$
\begin{equation*}
[f, g, h]=a g \alpha(f \alpha, h) \tag{25}
\end{equation*}
$$

where $\mathrm{a} \in \mathcal{J}$. We shall call this identity the association relation. Using the Jacobi identity, one can also write the association relation in the form

$$
\begin{equation*}
[f, g, h]_{\sigma}=a[f, g, h]_{\alpha} . \tag{26}
\end{equation*}
$$

One sees that in a Hamilton algebra $\{H, \sigma, \alpha\}$ the properties of the product $\sigma$ depend crucially on whether the constant $a$ is zero or different from zero. If $a=0$, we shall say that the Hamilton algebra is classical. In a classical Hamilton algebra, the algebra $\{H, \sigma\}$ is both associative and commutative. A symmetric Hamilton algebra for which $a \neq 0$ shall be called a quantum Hamilton algebra. It follows from the association relation that in a quantum Hamilton algebra the product $\sigma$ satisfies the identity $\left[f^{2}, g, f\right]=0$. This identity, together with the symmetry of $\sigma$, defines a so-called Jordan algebra. A Jordan algebra whose product can be expressed as the anticommutator of an associative product is called a special Jordan algebra. In order to check whether the Jordan algebra $\{H, \sigma\}$ is special, we consider a product $\beta=\sigma+b \alpha$, and require $[f, g, h]_{\beta}=0$, which implies the relation

$$
\begin{equation*}
[f, g, h]_{\sigma}=-b^{2}[f, g, h,]_{\alpha} \tag{27}
\end{equation*}
$$

Comparison of relations (27) and (26) shows that the product $\beta=\sigma+\sqrt{-a} \alpha$ is associative. Hence, in a quantum Hamilton algebra $\{H, \sigma, \alpha\}$, the algebra $\{H, \sigma\}$ is a special Jordan algebra. Let $g_{0}$ be an ideal in the algebra $\{H, \sigma\}$, and let $g \in \mathscr{Y}_{\sigma}$. The association relation (25),
with $a \neq 0$, implies that $g_{\sigma}$ is also an $\alpha$-ideal. Hence, in a quantum Hamilton algebra $\{H, \sigma, \alpha\}$, the algebra $\{H, \sigma\}$ is a central simple special Jordan algebra. Since a simple special Jordan algebra has a unit element $e$, the center $C$ of the algebra $\{H, \alpha\}$ in a quantum Hamilton algebra $\{H, \sigma, \alpha\}$ is $\mathcal{J} e$.

In quantum mechanics, the base field $\mathcal{J}$ is the field $R$ of real numbers, the linear space $H$ is the space of Hermitian operators on a Hilbert space, and the special Jordan algebra $\{H, \sigma\}$ is the algebra of these operators under the Hermitian product. The associative product $\beta$ is the product of operators on the Hilbert space, and the product $\alpha$ is the commutator divided by $\sqrt{-1} \hbar$. Thus, the constant $a$ is related to the quantum of action, $\hbar$ $\in R$, by the equation $a=(\hbar / 2)^{2}$.
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# Cancellation of the Green's function in the generation of continuum bound states by nonlocal potentials* 
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Continuum bound states (CBS) are known to appear in the spectra of some nonlocal scattering equations. We give a simple derivation of the presence of these states consistent with the requirement that such states occur for zeros of the Fredholm determinant. Examination of the form of the nonlocal potential necessary to the generation of a CBS shows that CBS solutions appear only when the potential has the effect of cancelling the Green's function in the kernel of the integral equation. Several examples from the literature are cited to demonstrate this characteristic feature of CBS.

## 1. INTRODUCTION

Nonlocal potentials have been the subject of considerable investigation since their introduction into the nuclear problem by Yamaguchi. ${ }^{1}$ The work of Feshbach ${ }^{2}$ and of Perey and Buck ${ }^{3}$ has been important in extending the concept of the nonlocal potential to the nucleonnucleus interaction. It was pointed out by Gourdin and Martin ${ }^{4,5}$ that one feature of the separable nonlocal potential is the possibility of wavefunctions at positive energy which behave asymptotically like bound states. These states have been studied by various authors ${ }^{6-9}$ who have labeled them positive energy bound states, positive energy degenerate states, spurious bound states, or continuum bound states (CBS). In this paper we demonstrate the occurrence of CBS solutions in a particularly simple manner. We then show that such solutions can be generated only by nonlocal potentials which have the property of cancelling the effect of the Green's function in the scattering equation.

## 2. CONTINUUM BOUND STATES

Consider the integral equation which defines the physical solutions to the scattering equation

$$
\begin{equation*}
\psi^{ \pm}(k, r)=\sin (k r)+\int_{0}^{\infty} \int_{0}^{\infty} G^{ \pm}\left(k, r, r^{\prime}\right) V\left(r^{\prime}, s\right) \psi^{ \pm}(k, s) d s d r^{\prime} \tag{1}
\end{equation*}
$$

and the associated homogeneous equation

$$
\begin{equation*}
\chi^{ \pm}(k, r)=\int_{0}^{\infty} \int_{0}^{\infty} G^{ \pm}\left(k, r, r^{\prime}\right) V\left(r^{\prime}, s\right) \chi^{ \pm}(k, s) d s d r^{\prime} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
G^{ \pm}\left(k, r, r^{\prime}\right)=-(1 / k) \exp \left( \pm i k r_{>}\right) \sin \left(k r_{<}\right) \tag{3}
\end{equation*}
$$

for both $k^{2}>0$ and $k^{2}<0$.
It is well known from Fredholm theory that if (2) has a solution for some value of $k$, then the complete solution to (1) at that value of $k$ will include an arbitrary amount of the solution to (2). By using (2) and (3), we can find an expression for the asymptotic form of the homogeneous solution:
$\chi^{ \pm}(k, r) \underset{r \rightarrow \infty}{ }-\frac{\exp ( \pm i k r)}{k} \int_{0}^{\infty} \int_{0}^{\infty} \sin \left(k r^{\prime}\right) V\left(r^{\prime}, s\right) \chi^{ \pm}(k, s) d s d r^{\prime}$.

In general, therefore, we would expect positive energy solutions to (2) (i. e., $k$ real) to oscillate at infinity
while negative energy solutions ( $k$ imaginary) would decay like $\exp (-\epsilon r)$, where $\epsilon^{2}=-k^{2}>0$. However, we are interested in the special condition in which both (1) and (2) have solutions for the same real value of $k$. In this case, we can further examine Eq. (4) by extension of a procedure used by Martin. ${ }^{5}$

Multiply (1) by $\chi^{ \pm}(k, t) V(r, t)$ and integrate $t$ and $r$ over $(0, \infty)$. Similarly, multiply (2) by $\psi^{ \pm}(k, t) V(t, r)$ and integrate $r$ and $t$ over $(0, \infty)$. The results are

$$
\begin{align*}
& \int_{0}^{\infty} \int_{0}^{\infty} \psi^{ \pm}(k, r) \chi^{ \pm}(k, t) V(r, t) d t d r \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \sin (k r) \chi^{ \pm}(k, t) V(r, t) d t d r \\
& \quad+\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} G^{ \pm}\left(k, r, r^{\prime}\right) V\left(r^{\prime}, s\right) \psi^{ \pm}(k, s) \chi^{ \pm}(k, t) \\
& \quad \times V(r, t) d s d r^{\prime} d t d r  \tag{5}\\
& \quad \begin{array}{l}
\int_{0}^{\infty} \int_{0}^{\infty} \chi^{ \pm}(k, r) \psi^{ \pm}(k, t) V(t, r) d r d t \\
= \\
\quad \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} G^{ \pm}\left(k, r, r^{\prime}\right) V\left(r^{\prime}, s\right) \chi^{ \pm}(k, s) \psi^{ \pm}(k, t) \\
\quad \times V(t, r) d s d r^{\prime} d r d t
\end{array} .
\end{align*}
$$

Subtracting (6) from (5) and making use of the assumed symmetry of $V\left(r, r^{2}\right)$ and of $G^{ \pm}\left(k, r, r^{\prime}\right)$ leaves

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} \sin (k r) \chi^{ \pm}(k, t) V(r, t) d r d t=0 \tag{7}
\end{equation*}
$$

With (7), the asymptotic form in Eq. (4) becomes

$$
\begin{equation*}
\chi^{ \pm}(k, r) \underset{r-\infty}{ } 0 . \tag{8}
\end{equation*}
$$

This means we can have positive energy solutions of (2) which vanish at infinity. These are continuum bound states (CBS).

The homogeneous equation (2) will have solutions for some real value of $k$ only when the Fredholm determinant of the integral equations (1) and (2) vanishes for that value of $k$. In that case, the solution of the inhomogeneous equation (1) contains an arbitrary amount of the solutions to (2). We have demonstrated that these solutions to (2) at that value of $k$ will vanish at infinity even for $k^{2}>0$ and are therefore CBS solutions.

## 3. CANCELLATION OF THE GREEN'S FUNCTION

We wish to examine the form which a potential must have in order to produce CBS. Local potentials cannot produce $\mathrm{CBS}^{10}$ because the Fredholm determinant for
the scattering equation cannot vanish for real values of $k$, except possibly at $k=0$; the derivation of the asymptotic behavior of CBS which was given in the previous section fails for a local potential. However, nonlocality in a potential is not sufficient to guarantee CBS solutions. To generate CBS requires that the form of the potential be such that Eq. (2) as well as Eq. (1) have a solution (or, equivalently, that the Fredholm determinant vanish) at some value of $k$. In this paper, we show that this will occur only if the potential cancels the effect of the Green's function in the scattering equation.

An attempt to solve directly the problem of what is required of a nonlocal potential to produce CBS could be made by writing out the Fredholm determinant, setting it equal to zero, and inverting to find the potential. This approach is not fruitful because of the complexity of the determinant. Additional insight into the requisite form of the potential can be gained, however, by reconsidering the asymptotic behavior of the homogeneous solutions. The form of the Green's function (3) causes the solutions to the homogeneous equation to appear to behave at infinity like $\exp ( \pm i k r)$, as indicated by Eq. (4). But, as we have shown, solutions need not behave in this way. For CBS solutions, it is only necessary that they vanish at infinite distances. In order for this to happen, the effect of the Green's function in the integral equation must disappear. This can be the case only when the Green's function is cancelled by the potential. Let us see how this might occur.

In three dimensions, the Schrödinger equation is

$$
\left(\nabla_{r}^{2}+k^{2}\right) \Psi(\mathbf{k}, \mathbf{r})=\int V\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \Psi\left(\mathbf{k}, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}
$$

We can formally investigate the possibility of a homogeneous solution to this equation by bringing the differential operator to the right-hand side

$$
\begin{equation*}
\Psi(\mathbf{k}, \mathbf{r})=\frac{1}{\nabla_{r}^{2}+k^{2}} \int V\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \Psi\left(\mathbf{k}, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{9}
\end{equation*}
$$

Of course, this form is most inconvenient. Since division by a differential operator is equivalent to multiplication by an integral operator, Eq. (9) is usually rewritten in integral form with the aid of a Green's function $G$ which takes account of the boundary conditions

$$
\Psi(\mathbf{k}, \mathbf{r})=\int G\left(\mathbf{k}, \mathbf{r}, \mathbf{r}^{\prime}\right) \int V\left(\mathbf{r}^{\prime}, \mathbf{s}\right) \Psi(\mathbf{k}, \mathbf{s}) d \mathbf{s} d \mathbf{r}^{\prime}
$$

The effect under discussion can, however, be more clearly seen from Eq. (9). Suppose the potential has the separable symmetric form

$$
\begin{equation*}
V\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\lambda\left(\nabla_{r}^{2}+\kappa^{2}\right) \Phi(\mathbf{r})\left(\nabla_{r}^{2},+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right) \tag{10}
\end{equation*}
$$

where $\kappa$ is a constant. Then at that energy where $k=\kappa$ the integral equation (9) becomes

$$
\begin{equation*}
\Psi(\kappa, \mathbf{r})=\lambda \Phi(\mathbf{r}) \int\left[\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)\right] \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{11}
\end{equation*}
$$

This is a "pure" integral equation. It no longer contains a Green's function, and it can behave asymptotically in a manner other than $\exp ( \pm i k r)$. The form of the solution to (11) is clearly

$$
\begin{equation*}
\Psi(\kappa, \mathbf{r})=N \Phi(\mathbf{r}) \tag{12}
\end{equation*}
$$

where $N$ is arbitrary since (9) is homogeneous in $\Psi(\kappa, r)$. If a potential can be written in the form (10), then it can be seen immediately that there may be a continuum bound state $E_{\mathrm{c}_{.} \mathrm{m}_{0}}=\hbar^{2} \kappa^{2} / 2 \mu$, and that the form of the CBS wavefunction would be $\Phi(r)$.

There is an additional condition which must be met by the simple separable potential (10) in order that a solution of the form (12) exist. The solution (12) must be consistent with Eq. (11). That is,

$$
\Psi(\kappa, \mathbf{r})=N \Phi(\mathbf{r})=\lambda \Phi(\mathbf{r}) \int\left[\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)\right] \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}
$$

Therefore

$$
\begin{equation*}
N=\lambda \int\left[\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)\right] \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{13}
\end{equation*}
$$

Substituting (12) into (13), we have

$$
N=\lambda \int\left[\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)\right] N \Phi\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}
$$

or

$$
\begin{equation*}
\lambda \int\left[\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)\right] d \mathbf{r}^{\prime}=1 \tag{14}
\end{equation*}
$$

Condition (14) is equivalent to the requirement derived by Gourdin and Martin ${ }^{4,5}$ for the generation of a CBS by a single term separable potential although they approached the problem from a completely different point of view, that of phase shift behavior.

The concept that cancellation of the Green's function is necessary to the generation of CBS is not restricted to the simple separable potential (10). Consider the potential
$V\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\lambda\left(\nabla_{r}^{2}+\kappa^{2}\right) \Phi(\mathbf{r})\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right)+\sum_{i=2}^{N} \lambda_{i} F_{i}(\mathbf{r}) F_{i}\left(\boldsymbol{r}^{\prime}\right)$.

Substitution into (9) yields (at $k=\kappa$ )

$$
\begin{align*}
\Psi(\kappa, \mathbf{r})= & \lambda \Phi(\mathbf{r}) \int\left(\nabla_{r^{\prime}}^{2}+\kappa^{2}\right) \Phi\left(\mathbf{r}^{\prime}\right) \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \\
& +\frac{1}{\nabla_{r}^{2}+\kappa^{2}} \sum_{i=2}^{N} \lambda_{i} F_{i}(\mathbf{r}) \int F_{i}\left(\mathbf{r}^{\prime}\right) \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{16}
\end{align*}
$$

The effect of the Green's function has been cancelled from the first term of (16) but not from other terms. At positive energy the oscillatory behavior of the wavefunction due to these terms will dominate at infinity. Thus, this potential can produce CBS solutions only if

$$
\begin{equation*}
\sum_{i=2}^{N} \lambda_{i} F_{i}(\mathbf{r}) \int F_{i}\left(\mathbf{r}^{\prime}\right) \Psi\left(\kappa, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}=0 \tag{17}
\end{equation*}
$$

If the constraint (14) is also satisfied by the potential (15), then a CBS solution will be produced.

This method of approaching the existence of a CBS is consistent with the requirements for a CBS presented in Sec. 2. That is, it can be shown by direct calculation that a potential of the form (15) with constraints (14) and (17) will result in a vanishing Fredholm determinant at $k=\kappa$.

Ghirardi and Rimini ${ }^{11}$ have written a potential which generates $N$ chosen wavefunctions $\left|\psi_{i}\right\rangle$ at $N$ energies $E_{i}$,

$$
\begin{equation*}
V\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\sum_{j, k=1}^{N} X_{j k}\left\langle\mathbf{r} \mid W_{j}\right\rangle\left\langle W_{k} \mid \mathbf{r}^{\prime}\right\rangle \tag{18}
\end{equation*}
$$

where $\left\langle\boldsymbol{r} \mid W_{j}\right\rangle=\left(E_{j}-T\right)\left|\psi_{j}\right\rangle$ and $T$ is the single particle kinetic energy operator. Examination of this potential
shows that it is a sum of terms where each term has the form of Eq. (10). The method used by Ghirardi and Rimini to pick the coefficients $X_{j k}$ is equivalent to requiring the constraint (17). This $N$ term G-R potential, therefore, can be used to produce an orthogonal set of $N$ CBS solutions at $N$ required energies.

The concept of cancellation of the Green's function is considerably easier to use in $k$-space since the Green's function is the simple function $\left(\kappa^{2}-k^{2}\right)^{-1}$, where $\hbar^{2} \kappa^{2} / 2 \mu$ is the center-of-mass energy. Tabakin ${ }^{12}$ has written a single term separable $k$-space potential

$$
\begin{equation*}
V\left(k, k^{\prime}\right)=\frac{\hbar^{2}}{2 \mu} \frac{1}{2 \pi^{2}} g(k) g\left(k^{\prime}\right), \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
g(k)=\alpha\left(k_{c}^{2}-k^{2}\right) \frac{k^{2}+d^{2}}{k^{2}+b^{2}} \frac{1}{k^{4}+a^{4}} \tag{20}
\end{equation*}
$$

From the foregoing discussion it can be seen immediately that this potential generates a CBS at $E_{c . \mathrm{m}}=\hbar^{2} k_{\mathrm{c}}^{2} / 2 \mu$. The form of the CBS wavefunction can be seen at once by comparing (19) with (10) and (12). The $k$-space representation of this wavefunction is

$$
\phi(k)=N \frac{k^{2}+d^{2}}{k^{2}+b^{2}} \frac{1}{k^{4}+a^{4}},
$$

where $N$ is a normalization constant. These results are the same as those which Tabakin ${ }^{12}$ has derived from a consideration of phase shift behavior. The equation which Tabakin derives as a necessary condition for a CBS [Eq. (15) of Ref. 12] is equivalent to our constraint (14). The example of Tabakin's potential in particular demonstrates some of the advantages of considering the CBS problem through the cancellation of the Green's function.

## 4. A MORE GENERAL POTENTIAL

The potentials given in the previous section explicitly contain a term which cancels the Green's function. Indeed, for a simple separable potential, the inverse Green's function must appear explicitly as there is only one way to write a one term potential. For multiterm potentials the appearance of this inverse Green's function need not be explicit. However, any separable potential which produces a CBS, although complicated in appearance, is such that it can be written in a form like (15) with constraints (14) and (17).
As an example which does not contain an inverse Green's function explicitly, but which can have a CBS for a proper choice of its parameters, consider the following $k$-space potential:

$$
\begin{equation*}
V\left(k, k^{\prime}\right)=\frac{V_{A}^{2}}{\left(k^{2}+a^{2}\right)\left(k^{\prime 2}+a^{2}\right)}-\frac{V_{B}^{2}}{\left(k^{2}+b^{2}\right)\left(k^{\prime 2}+b^{2}\right)} . \tag{21}
\end{equation*}
$$

Mongan ${ }^{13}$ has shown that potentials of this form fit the two nucleon phase shifts over a range of energies. We shall show that it is possible to choose parameters in (21) (different from those selected by Mongan) such that the potential will have a square-integrable solution at positive energy. For each such choice of parameters, the solution will be the result of the cancellation of the Green's function in the integral equation for the wavefunction.

We obtain the one-dimensional $k$-space Schrödinger equation by Fourier transforming the three-dimensional configuration space Schrödinger equation and integrating out the angular dependence. The result is

$$
\begin{equation*}
\left(-k^{2}+\kappa^{2}\right) \phi(k)=\frac{2 \mu}{\hbar^{2}} \int_{0}^{\infty} V\left(k, k^{\prime}\right) \phi\left(k^{\prime}\right) k^{\prime 2} d k^{\prime} \tag{22}
\end{equation*}
$$

where the energy dependence has been written

$$
\kappa^{2}=2 \mu E / \hbar^{2}
$$

As before, we formally obtain the homogeneous integral equation for $\phi(k)$ by substituting (21) into (22) and dividing by $\left(-k^{2}+\kappa^{2}\right)$.

$$
\begin{align*}
\phi(k)= & \frac{2 \mu}{\hbar^{2}} \frac{1}{\kappa^{2}-k^{2}} \int_{0}^{\infty} \frac{V_{A}^{2} \phi\left(k^{\prime}\right) k^{\prime 2} d k^{\prime}}{\left(k^{2}+a^{2}\right)\left(k^{\prime 2}+a^{2}\right)} \\
& -\frac{2 \mu}{\hbar^{2}} \frac{1}{\kappa^{2}-k^{2}} \int_{0}^{\infty} \frac{V_{B}^{2} \phi\left(k^{\prime}\right) k^{\prime 2} d k^{\prime}}{\left(k^{2}+b^{2}\right)\left(k^{\prime 2}+b^{2}\right)} \tag{23}
\end{align*}
$$

With the definitions

$$
\begin{align*}
& \alpha=\int_{0}^{\infty} \frac{\phi\left(k^{\prime}\right) k^{2} d k^{\prime}}{\left(k^{\prime 2}+a^{2}\right)}  \tag{24}\\
& \beta=\int_{0}^{\infty} \frac{\phi\left(k^{\prime}\right) k^{\prime 2} d k^{\prime}}{\left(k^{2}+b^{2}\right)} \tag{25}
\end{align*}
$$

Eq. (23) becomes

$$
\begin{equation*}
\phi(k)=\frac{2 \mu}{\hbar^{2}} \frac{V_{A}^{2} \alpha}{\left(\kappa^{2}-k^{2}\right)\left(k^{2}+a^{2}\right)}-\frac{2 \mu}{\hbar^{2}} \frac{V_{B}^{2} \beta}{\left(\kappa^{2}-k^{2}\right)\left(k^{2}+b^{2}\right)} . \tag{26}
\end{equation*}
$$

Equation (26) represents the most general form for a solution to the homogeneous integral equation (23) with this potential.

The constants $\alpha$ and $\beta$ must satisfy certain selfconsistency conditions if (26) is to be a solution. Specifically, we can solve for $\alpha$ and $\beta$ by substituting the wavefunction (26) into Eqs. (24) and (25). This will yield two consistency equations involving $\alpha$ and $\beta$ which must be satisfied simultaneously if (26) is to be a solution to (23).

We are looking for solutions to (23) of the CBS type which go to zero at infinity. The appearance of the Green's function $\left(\kappa^{2}-k^{2}\right)^{-1}$ in the wavefunction (26) would seem to exclude the possibility of CBS solutions because this factor, when Fourier transformed back into configuration space, will produce oscillatory functions which will dominate the behavior at infinity. However, the wavefunction (26) can be a CBS solution if we pick the parameters such that the Green's function is cancelled. We now show how this may be accomplished.

Let us put the wavefunction (26) over a common denominator

$$
\begin{equation*}
\phi(k)=\frac{2 \mu}{\hbar^{2}} \frac{V_{A}^{2} \alpha\left(k^{2}+b^{2}\right)-V_{B}^{2} \beta\left(k^{2}+a^{2}\right)}{\left(\kappa^{2}-k^{2}\right)\left(k^{2}+a^{2}\right)\left(k^{2}+b^{2}\right)} . \tag{27}
\end{equation*}
$$

We are looking for a wavefunction of the form

$$
\begin{equation*}
\phi(k)=\frac{2 \mu}{\hbar^{2}} \frac{c}{\left(k^{2}+a^{2}\right)\left(k^{2}+b^{2}\right)}, \tag{28}
\end{equation*}
$$

where the Green's function dependence has specifically canceled out. The requirement for writing (27) in the form (28) is

$$
V_{A}^{2} \alpha\left(k^{2}+b^{2}\right)-V_{B}^{2} \beta\left(k^{2}+a^{2}\right)=c\left(\kappa^{2}-k^{2}\right)
$$

or

$$
V_{A}^{2} \alpha-V_{B}^{2} \beta=-c
$$

and

$$
V_{A}^{2} \alpha b^{2}-V_{B}^{2} \beta a^{2}=c \kappa^{2}
$$

Eliminating $c$, we have

$$
\begin{equation*}
\frac{\beta}{\alpha}=\frac{V_{A}^{2}}{V_{B}^{2}} \frac{b^{2}+\kappa^{2}}{a^{2}+\kappa^{2}} \tag{29}
\end{equation*}
$$

This condition on $\alpha$ and $\beta$ must be met in order to produce a wavefunction of the form (28) without Green's function dependence. Condition (29) is independent of the consistency conditions on $\alpha$ and $\beta$ which must be satisfied separately in order that the potential produce any solution at all. This is analogous to the discussion of Sec. 3 in which the consistency condition (14) must be met independently of the conditions for cancellation of the Green's function.

In this example we have chosen to cancel the Green's function from the wavefunction (26) rather than to put the potential (21) into a form in which the cancellation would be explicit. This is strictly a matter of convenience. The potential is a function of two variables, the wavefunction only one. It is behavior of the wavefunction, after all, which is our ultimate interest.

## 5. CONCLUSIONS

The study of scattering involves the inhomogeneous wave equation

$$
\Psi^{ \pm}(\mathbf{k}, \mathbf{r})=\Psi_{0}+\iint G^{ \pm}\left(\mathbf{k}, \mathbf{r}, \mathbf{r}^{\prime}\right) V\left(\mathbf{r}^{\prime}, \mathbf{s}\right) \Psi^{ \pm}(\mathbf{k}, \mathbf{s}) d \mathbf{s} d \mathbf{r}^{\prime}
$$

This equation has solutions at all real $k$ for any potential. For those particular values of $k$ at which the Fredholm determinant for this equation vanishes, the solutions to this inhomogeneous equation will include arbitrary amounts of the solutions to the associated homogeneous equation (which has solutions only at these values of $k$ ). We have shown that these solutions to the homogeneous equation are therefore continuum bound states. When the Fredholm determinant vanishes, then, the complete solution to the inhomogeneous equation will include CBS wavefunctions in addition to the regular scattering wave functions.

The presence of the Green's function would be expected to force the solutions of the homogeneous equation to oscillate at infinity. Since CBS solutions do not
oscillate at infinity, they can be produced only by potentials which cancel the effect of the Green's function. In single term potentials which produce CBS, the inverse Green's function which performs the cancellation must appear explicitly. If a single term potential contains an inverse Green's function and also meets the independent consistency condition (14), then the energy of the CBS and the form of the CBS wavefunction can be obtained by inspection.

For potentials of two or more terms, one term with an explicit inverse Green's function may appear for each CBS produced. If the potential has this form it is again possible to determine the CBS energies and wavefunctions by inspection. In this case the sum of all terms which do not generate a particular CBS must be orthogonal to that CBS wavefunction. Although terms with explicit Green's function dependence may appear in a potential which generates CBS, such explicit dependence is not necessary. It is possible, however, to rewrite in this form any potential which produces CBS. Also, regardless of the form of the potential, there exist consistency conditions which must be met independently of the cancellation of the Green's function if CBS solutions are to be generated.
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#### Abstract

An invariant geometrical description of the world lines of charged particles in arbitrary homogeneous electromagnetic fields is presented. This is accomplished through the combined use of the Frenet-Serret equations and the Lorentz equation. The results apply to flat as well as Riemannian space-time. The intrinsic scalars associated with these curves (i.e., their curvatures and first and second torsions) are found to be constants of the motion when they are well defined. Moreover, they form simple relationships with the field invariants as well as with the energy and momentum densities of the rest frame fields. When they are evaluated in the instantaneous rest frame of the particle, the Frenet vectors lend themselves to simple physical interpretation. It is shown that one cannot distinguish in an intrinsic geometrical manner between the curves of positive and negative charges. The same is true for positive and negative magnetic monopoles if they exist. In such a case, however, one would be able to distinguish intrinsically between ordinary and magnetic charges. The effect of duality rotations of the field tensor on the Frenet scalars is studied. A physical realization of the Frenet frame is obtained by considering the classical description of spin precession. Finally the Frenet formalism is applied to timelike Killing trajectories. These are shown to closely resemble the world lines of charged particles in homogeneous electromagnetic fields.


## I. INTRODUCTION

The main purpose of the present work is to investigate the intrinsic geometrical features of the world line of a charged particle moving under the influence of a homogeneous electromagnetic field. Our definition of a homogeneous field is equivalent to the field tensor being covariantly constant. The motion of the particle is then governed by the Lorenz equation that incorporates this constant electromagnetic field tensor. The conventional way of describing the space-time trajectory of the particle is through a parametric representation taking the initial conditions into account. This task can be accomplished in principle by integrating the Lorentz equation (see the Appendix). Even if this approach may be of practical value, it suffers from two drawbacks, namely it is not coordinate independent and, moreover, does not give direct information about the geometrical characteristics of the world line. These two shortcomings can at once be removed by recourse to the Frenet-Serret formalism. ${ }^{1}$ Here a curve is associated at every point with the orthonormal Frenet-Serret tetrad; the members of the tetrad, the first of which is the unit tangent vector to the curve, obey the Frenet-Serret equations. Furthermore, the intrinsic geometry of the curve is uniquely determined by the Frenet scalars, namely the curvature and the first and second torsions defined along the curve. We combine the Lorentz equation and the Frenet-Serret equations by identifying the curve with the timelike world line of the charged particle. The intrinsic geometry of the world line is thereby obtained in a manifestly direct and elegant manner, which is completely independent of coordinates as well as initial conditions. While the Frenet-Serret method provides an excellent framework for our present study, the physical phenomenon we have invoked serves, in turn, to illuminate the basic mechanism inherent to the formalism itself. This is achieved by establishing simple connections between the field quantities and the geometrical entities. For
instance, the Frenet scalars, which will be shown to be constants along the world line, are directly related to the Lorentz invariants of the electromagnetic field. In addition, the Frenet vectors, when evaluated in the instantaneous rest frame of the particle, find simple interpretation in terms of the electric and magnetic fields, and the Poynting vector. Further insight is achieved in this direction, if we assume that the charge has spin and magnetic moment with a gyromagnetic ratio of two. We shall see that in this case the spin and hence the magnetic moment will not precess at all with respect to the spatial Frenet triad as it is carried along the world line of the charge. Thus along the path of the particle the frame which has constant components of the magnetic moment is either identical to the Frenet frame or at the most differs from it by a rigid rotation. This then provides for any observer a physical realization of the Frenet vectors which would otherwise remain of essentially mathematical significance.

To summarize, the problem we study in this paper helps to describe the motion of charged particles in homogeneous fields by focussing on the invariant geometrical aspects of their paths, and at the same time clarifies the nature of the Frenet-Serret formalism on the basis of a simple physical model.

The rest of this paper is divided into different parts as follows. Section II is devoted mainly to deriving general expressions for the geometrical quantities in terms of the field tensor. In Sec. III we specialize to the instantaneous rest frame of the particle and obtain simple interpretations for the already derived relations. Section IV examines the effect of duality rotations ${ }^{2,3}$ of the field tensor on the Frenet scalars. We point out in Sec. V the formal similarity that exists between the world lines of charged particles and timelike Killing trajectories admitted by Riemannian spaces. Finally in the Appendix we present a covariant solution to the Lorentz equation for
homogeneous electromagnetic fields in flat space-times. This has been included not only for the sake of completeness, but also to contrast this rather cumbersome approach with the elegant Frenet-Serret method.

## II. GENERAL RELATIONS

The motion of a charged particle of mass $m$ and charge $e$ in an electromagnetic field is governed by the Lorentz equation

$$
\dot{u}^{u}=\frac{e}{m c^{2}} \bar{F}_{\nu}^{\mu} u^{\nu}
$$

where $u^{\mu}$ is the 4 -velocity of the particle and $\bar{F}_{\mu \nu}$ is the electromagnetic field tensor. In our notation Greek indices range from 0 to 3 and italic indices from 1 to 3 . The signature of the metric is $(+,-,-,-)$. A dot over any quantity stands for its absolute derivative with respect to the proper time $\tau$ along the world line of the particle, e.g.,

$$
\dot{A}_{\alpha B_{0}: \because}^{\mu \nu \nu_{0}} \equiv \frac{D A_{\alpha B_{0}: 0}^{\mu \nu_{0}}}{D \tau} \equiv A_{\alpha B_{0} \ldots ; \gamma}^{\mu \nu \nu_{1}} u^{\gamma}
$$

the semicolon representing covariant differentiation. It is convenient to write the Lorentz equation as

$$
\begin{equation*}
\dot{u}^{\mu}=F^{\mu}{ }_{\nu} u^{\nu} \tag{1}
\end{equation*}
$$

with $F_{\mu \nu}=\lambda \bar{F}_{\mu \nu}$ and $\lambda=e / m c^{2}$.
As was mentioned in the introduction, the intrinsic geometrical characteristics of a curve $\Gamma$ can most elegantly be described by utilizing the Frenet-Serret equations. The curve $\Gamma$, which in our case is the world line of the particle, is assumed to be sufficiently smooth (at least of class $C^{3}$ ). Associated with $\Gamma$ at every point is the Frenet-Serret tetrad consisting of four orthonormal vectors $e_{(\alpha)}^{\mu}$. The index within the parenthesis is the tetrad index which singles out a particular member of the tetrad. In particular, $e_{(0)}^{\mu} \equiv u^{\mu}$ is the timelike unit tangent vector to the curve. The spatial triad $e_{(i)}^{\mu}(i=1,2,3)$ consist of the normal, the first and the second binormals, respectively. The orthonormality conditions are summarized by $e_{(\alpha)}^{\mu} e_{(\beta) \mu}=\eta_{\alpha \beta}$, where $\eta_{\alpha \beta}$ is the Lorentz metric: $\operatorname{diag}(1,-1,-1,-1)$. The vectors obey the Frenet-Serret equations

$$
\left[\begin{array}{c}
\dot{e}_{(0)}^{\mu}  \tag{2a}\\
\dot{e}_{(1)}^{\mu} \\
\dot{e}_{(2)}^{\mu} \\
\dot{e}_{(3)}^{\mu}
\end{array}\right]=\left[\begin{array}{cccc}
0 & \kappa & 0 & 0 \\
\kappa & 0 & \tau_{1} & 0 \\
0 & -\tau_{1} & 0 & \tau_{2} \\
0 & 0 & -\tau_{2} & 0
\end{array}\right]\left[\begin{array}{c}
e_{(0)}^{\mu} \\
e_{(1)}^{\mu} \\
e_{(2)}^{\mu} \\
e_{(3)}^{\mu}
\end{array}\right] .
$$

The Frenet scalars $\kappa, \tau_{1}$, and $\tau_{2}$, which are termed the curvature, the first and the second torsions, respectively, completely characterize the intrinsic nature of the curve when given as functions of $\tau$. The assignment of the initial configuration of the tetrad would further fix the curve uniquely in space-time. The sign of $\kappa$ and $\tau_{1}$ is taken to be positive, whereas that of $\tau_{2}$ is fixed by the requirement that the triad $e_{(i)}^{\mu}$ be a right-handed one. We shall assume that all the three scalars are well defined unless otherwise stated (i.e., $\kappa$ and $\tau_{1}$ are both nonzero).

We shall now apply the Frenet-Serret formalism to
charged particles in electromagnetic fields obeying the condition

$$
F_{\mu u ; r}=0
$$

In other words, the field tensor $F_{\mu \nu}$ is assumed to be covariantly constant, which in the special case of flat space-times implies the constancy of electromagnetic field both in space and time. All the results we shall derive require only the weaker condition $\dot{F}_{\mu \nu}=0$, but this would impose severe restrictions on the curve followed by the particle. We shall therefore assume the stronger, but more general, condition that $F_{\mu \nu}$ is a covariantly constant bivector. We shall refer to this property of $F_{\mu \nu}$ by the equivalent statement that the associated fields are homogeneous. We first proceed to prove the following theorem.

Theorem: The Frenet scalars remain constant along the world line of a charged particle in a homogeneous electromagnetic field. Further each of the Frenet vectors obeys the Lorentz equation.

Proof: From Eqs. (1) and (2a), we have

$$
\begin{equation*}
\dot{e}_{(0)}^{\mu}=F_{\nu}^{\mu} e_{(0)}^{\nu}=\kappa e_{(1)}^{\mu} \tag{3}
\end{equation*}
$$

Taking the absolute derivative of the above equation with respect to $\tau$, we obtain

$$
\dot{\kappa} e_{(1)}^{\mu}+\kappa \dot{e}_{(1)}^{\mu}=F_{\nu}^{\mu} \dot{e}_{(0)}^{\nu}
$$

Again using Eq. (2a)

$$
\begin{equation*}
\dot{\kappa} e_{(1)}^{\mu}+\kappa \dot{e}_{(1)}^{\mu}=\kappa F_{\nu}^{\mu} e_{(1)}^{\nu} \tag{4}
\end{equation*}
$$

Forming the scalar product of both sides of the aboveequation with $e_{(1) \mu}$, gives immediately

$$
\dot{\kappa}=0
$$

since

$$
\dot{e}_{(1)}^{\mu} e_{(1) \mu}=0, \quad e_{(1)}^{\mu} \text { being a unit vector }
$$

and

$$
F_{\mu \nu} e_{(1)}^{\mu} e_{(1)}^{\nu}=0
$$

by the antisymmetry of $F_{\mu \nu}$. Equation (4) then reduces to

$$
\dot{e}_{(1)}^{\mu}=F_{\nu}^{\mu} e_{(1)}^{\nu}
$$

Thus $\kappa=$ const along the world line of the particle and $e_{(1)}^{\mu}$ in fact obeys the Lorentz equation. By repeatedly applying the above procedure to the other Frenet-Serret equations, we can show that $\tau_{1}$ and $\tau_{2}$ are constants and that $e_{(2)}^{\mu}, e_{(3)}^{\mu}$ also obey the Lorentz equation. To summarize,

$$
\dot{\kappa}=\dot{\tau}_{1}=\dot{\tau}_{2}=0
$$

and

$$
\begin{equation*}
\dot{e}_{(\alpha)}^{\mu}=F_{\nu}^{\mu} e_{(\alpha)}^{\nu} \tag{5}
\end{equation*}
$$

This completes the proof of the theorem. We wish to emphasize that the properties of $F_{\mu \nu}$ that entered into the proof of the theorem were its antisymmetry and its constancy along the curve, viz. $\dot{F}_{\mu \nu}=0$. We shall need this fact later when we draw the analogy between the present case and that of the Killing trajectories.

Next we shall evaluate the Frenet vectors and the scalars $\kappa, \tau_{1}$, and $\tau_{2}$ in terms of $F_{\mu \nu}$ and the 4 -velocity $e_{(0)}^{\mu}$. For convenience we denote

$$
\left(F^{n}\right)_{\nu}^{\mu} \equiv F_{\alpha}^{\mu} F_{\beta}^{\alpha} \cdots F_{\nu}^{v}
$$

with $F^{\gamma}{ }_{p}$ repeated $n$ times on the right-hand side. Further, it is easy to show that given an arbitrary vector $q^{\mu}$ if we define $p_{\mu}=\left(F^{n}\right)_{\mu \nu} q^{\nu}$, then

$$
\begin{equation*}
p_{\mu} p^{\mu}=(-1)^{n}\left(F^{2 n}\right)_{\mu \nu} q^{\mu} q^{\nu} \tag{6}
\end{equation*}
$$

We have already the relation

$$
\kappa e_{(1)}^{\mu}=F_{\nu}^{\mu} e_{(0)}^{\nu},
$$

or

$$
\begin{equation*}
e_{(1)}^{\mu}=\frac{1}{\kappa} F_{\nu}^{\mu} e_{(0)}^{\nu} \tag{7a}
\end{equation*}
$$

Squaring and using Eq. (6),

$$
\begin{equation*}
\kappa^{2}=\left(F^{2}\right)_{\mu \nu} e_{(0)}^{\mu} e_{(0)}^{\nu} \tag{7b}
\end{equation*}
$$

In order to obtain $\tau_{1}$ and $e_{(2)}^{\mu}$, we observe that Eqs. (5), (2b), and (7a) together lead to

$$
\dot{e}_{(1)}^{\mu}=F_{\nu}^{\mu} e_{(1)}^{\nu}=\frac{1}{\kappa}\left(F^{2}\right)_{\nu}^{\mu} e_{(0)}^{\nu}=\kappa e_{(0)}^{\mu}+\tau_{1} e_{(2)}^{\mu}
$$

that is

$$
\kappa e_{(0)}^{\mu}+\tau_{1} e_{(2)}^{\mu}=\frac{1}{\kappa}\left(F^{2}\right)_{\nu}^{\mu} e_{(0)}^{\nu}
$$

The required expression for $e_{(2)}^{\mu}$ is obtained directly from the above equation, while by squaring the latter $\tau_{1}$ can be readily found. So,

$$
\begin{equation*}
e_{(2)}^{\mu}=\frac{1}{\kappa \tau_{1}}\left[\left(F^{2}\right)_{\nu}^{\mu}-\kappa^{2} \delta_{\nu}^{\mu}\right] e_{(0)}^{\nu} \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{1}^{2}=\kappa^{2}-\frac{1}{\kappa^{2}}\left(F^{4}\right)_{\nu}^{\mu} e_{(0)}^{\nu} e_{(0) \mu} \tag{8b}
\end{equation*}
$$

Similarly $e_{(3)}^{\mu}$ and $\tau_{2}$ can be obtained by combining Eqs. (5), (8a), and (2c):

$$
\begin{aligned}
\dot{e}_{(2)}^{u} & =F_{\nu}^{\mu} e_{(2)}^{\nu} \\
& =\frac{1}{\kappa \tau_{1}} F_{\nu}^{\mu}\left[\left(F^{2}\right)_{\alpha}^{\nu}-\kappa^{2} \delta_{\alpha}^{\nu}\right]_{(0)}^{\alpha}=-\tau_{1} e_{(1)}^{\mu}+\tau_{2} e_{(3)}^{\mu}
\end{aligned}
$$

Equivalently, we can write

$$
\begin{equation*}
e_{(3)}^{\mu}=\frac{1}{\kappa \tau_{1} \tau_{2}}\left[\left(F^{3}\right)_{\alpha}^{\mu}+\left(\tau_{1}^{2}-\kappa^{2}\right) F_{\alpha}^{\mu}\right] e_{(0)}^{\alpha} \tag{9a}
\end{equation*}
$$

Squaring and using Eq. (6), we find

$$
\begin{equation*}
\tau_{2}^{2}=\frac{1}{\kappa^{2} \tau_{1}^{2}}\left(F^{6}\right)_{\mu \nu} e_{(0)}^{\mu} e_{(0)}^{\nu}-\frac{1}{\tau_{1}^{2}}\left(\kappa^{2}-\tau_{1}^{2}\right)^{2} \tag{9b}
\end{equation*}
$$

The above expressions can be employed to determine the tetrad components and the Frenet scalars whenever $e_{(0)}^{\mu}$ and $F_{\mu \nu}$ are known. However, we can simplify the formulas we have already derived and establish some interesting interrelations among these quantities which throw more light on the geometry of the world line. As a preliminary step towards this end we invoke some useful identities involving $F_{\mu \nu}$. First let us define

$$
\alpha \equiv \frac{1}{2} F_{\nu}^{\mu} F_{\mu}^{\nu}=\lambda^{2}\left(E^{2}-H^{2}\right)
$$

and

$$
\beta \equiv \frac{1}{4} F_{\nu}^{\mu} \hat{F}_{\mu}^{\nu}=\lambda^{2}(\mathbf{E} \cdot \mathbf{H})
$$

which are the Lorentz invariants of the electromagnetic field with $E$ and $H$ denoting the electric and magnetic fields respectively. The tensor $\hat{F}_{\mu \nu}$, which is the dual of $F_{\mu \nu}$, is defined by

$$
\hat{F}_{\mu \nu}=\frac{1}{2} \sqrt{-g} \epsilon_{\mu \nu \alpha \beta} F^{\alpha \beta}
$$

and

$$
\hat{F}^{\mu \nu}=\frac{1}{2}(1 / \sqrt{-g}) \epsilon^{\mu \nu \alpha \beta} F_{\alpha \beta},
$$

where $g=\operatorname{det}\left\|g_{\alpha \beta}\right\|$ and $\epsilon_{\alpha \beta \gamma \delta}$ is the completely antisym metric Levi-Civita symbol with $\epsilon^{0123}=1=-\epsilon_{0123}$. Further, we note $\hat{F}^{\mu \nu}=-F^{\mu \nu}$. Now, two arbitrary bivectors $A_{\alpha \beta}$ and $B_{\alpha \beta}$ along with their duals (denoted by hats above these tensors) defined on a four-dimensional Riemannian space satisfy the identity ${ }^{4}$

$$
A_{\alpha}^{\mu} B_{\nu}^{\alpha}-\hat{B}_{\alpha}^{\mu} \hat{A}_{\nu}^{\alpha}=\frac{1}{2} \delta^{\mu}{ }_{\nu}\left(A_{\gamma 6} B^{\sigma \gamma}\right)
$$

Identifying $A_{\mu \nu}=B_{\mu \nu}=F_{\mu \nu}$ gives

$$
\begin{equation*}
\left(F^{2}\right)_{\nu}^{\mu}-\left(\hat{F}^{2}\right)_{\nu}^{\mu}=\alpha \delta_{\nu}^{\mu} \tag{10a}
\end{equation*}
$$

whereas making $A_{\mu \nu}=F_{\mu \nu}$ and $B_{\mu \nu}=\hat{F}_{\mu \nu}$ and vice versa leads to

$$
\begin{equation*}
F_{\alpha}^{\mu} \hat{F}_{\nu}^{\alpha}=\hat{F}_{\alpha}^{\mu} F_{\nu}^{\alpha}=\beta \delta_{\nu}^{\mu} \tag{10~b}
\end{equation*}
$$

With the help of these two identities it is a straightforward process to derive three further identities:

$$
\begin{align*}
& \left(F^{3}\right)_{\nu}^{\mu}-\alpha{F^{\mu}}_{\nu}-\beta \hat{F}_{\nu}^{\mu}=0  \tag{10c}\\
& \left(F^{4}\right)_{\nu}^{\mu}-\alpha\left(F^{2}\right)_{\nu}^{\mu}-\beta^{2} \delta_{\nu}^{\mu}=0  \tag{10d}\\
& \left(F^{6}\right)_{\nu}^{\mu}-\left(\alpha^{2}+\beta^{2}\right)\left(F^{2}\right)_{\nu}^{\mu}-\alpha \beta^{2} \delta_{\nu}^{\mu}=0 \tag{10e}
\end{align*}
$$

We are now ready to apply the above identities to the already derived results. Substituting for $\left(F^{4}\right)^{\mu}{ }_{\alpha}$ from Eq. (10d) in Eq. (8b), we obtain

$$
\begin{equation*}
\tau_{1}^{2}=\kappa^{2}-\alpha-\beta^{2} / \kappa^{2} \tag{11}
\end{equation*}
$$

The curvature $\kappa$ depends on $F_{\mu \nu}$ as well as on $e_{(0)}^{\mu}$. Once it has been determined from the rather simple expression of Eq. (7b), $\tau_{1}$ can be evaluated at once with the help of the invariants $\alpha$ and $\beta$ which are free from the parameters associated with the curve. This is true in the case of the second torsion $\tau_{2}$ also. A vastly simplified form for $\tau_{2}$ results if $\left(F^{6}\right)^{\mu}{ }_{\nu}$ in Eq. (9b) is substituted for from the identity ( 10 e ). Thus we have
$\tau_{2}^{2}=\frac{1}{\kappa^{2} \tau_{1}^{2}}\left[\left(\alpha^{2}+\beta^{2}\right)\left(F^{2}\right)_{\nu}^{\mu}+\alpha \beta^{2} \delta_{\nu}^{\mu}\right] e_{(0)}^{\nu} e_{(0) \mu}-\frac{1}{\tau_{1}^{2}}\left(\kappa^{2}-\tau_{1}^{2}\right)^{2} 。$
The formulas for $\kappa^{2}$ and ( $\kappa^{2}-\tau_{1}^{2}$ ) from Eqs. (7b) and (11) reduce the above equation to the extremely simple form

$$
\tau_{2}^{2}=\beta^{2} / \kappa^{2} \text { or } \kappa^{2} \tau_{2}^{2}=\beta^{2}
$$

As we pointed out earlier, while $\kappa$ and $\tau_{1}$ are assumed to be positive, the sign of $\tau_{2}$ is fixed by the demand that $e_{(i)}^{\mu}$ form a right-handed frame. We shall show in the next section that this requirement implies that

$$
\begin{equation*}
\kappa T_{2}=-\beta \tag{12}
\end{equation*}
$$

Again from Eqs. (11) and (12) we obtain

$$
\begin{equation*}
\kappa^{2}-\tau_{1}^{2}-\tau_{2}^{2}=\alpha \tag{13}
\end{equation*}
$$

Equations (12) and (13) relate the Frenet scalars to the field invariants. Apart from displaying the connection between the geometry of the particle's world line on one hand and the electromagnetic field acting on it on the


FIG. 1. Rest frame configuration of a positively charged particle $\left(\lambda=e / m c^{2}>0\right)$. The spatial Frenet vectors are given by $\mathbf{e}_{(1)}=\mathrm{E} / E, \quad \mathrm{e}_{(2)}=\mathrm{P} / P$, and $\hat{\theta}_{(3)}=\mathrm{E} \times \mathrm{P} / E P$, where $\mathrm{P}=(c / 4 \pi)$ $\times(\mathbf{E} \times \tilde{H})$.
other, the above relations can also serve as a simple means of obtaining $\tau_{1}$ and $\tau_{2}$ starting from $\kappa$, provided of course $\kappa, \tau_{1}$, and $\tau_{2}$ are all well defined. ${ }^{5}$ Another piece of information that elucidates the interplay between the geometry and the physics of the situation is provided by the energy-momentum tensor,

$$
T_{\nu}^{\mu}=(1 / 4 \pi)\left[F_{\alpha}^{\mu} F_{\nu}^{\alpha}-\frac{1}{4}\left(F_{\beta}^{\alpha} F_{\alpha}^{\beta}\right) \delta_{\nu}^{\mu}\right] .
$$

By using Eqs. (8a) and (13), we arrive at

$$
\begin{equation*}
T_{\nu}^{\mu} e_{(0)}^{\nu}=(1 / 4 \pi)\left[\frac{1}{2}\left(\kappa^{2}+\tau_{1}^{2}+\tau_{2}^{2}\right) e_{(0)}^{\mu}+\kappa \tau_{1} e_{(2)}^{\mu}\right] . \tag{14}
\end{equation*}
$$

Clearly, the above equation implies that in the instantaneous rest system of the particle the energy density of the field is given by $\epsilon=(1 / 8 \pi)\left(\kappa^{2}+\tau_{1}^{2}+\tau_{2}^{2}\right)$ and the flux of energy density or the Poynting vector is purely in the direction of $\mathbf{e}_{(2)}$ and has the magnitude $\kappa \tau_{1}$.

Finally, consider Eq. (9a) for $e_{(3)}^{\mu}$. Replacing ( $\left.F^{3}\right)^{\mu}{ }_{\nu}$ through identity (10c) and further employing Eqs. (12) and (13), we get

$$
\begin{equation*}
-\hat{F}_{\nu}^{\mu} e_{(0)}^{\nu}=\tau_{1} e_{(3)}^{\mu}+\tau_{2} e_{(1)}^{\mu} \equiv \omega^{\mu} \tag{15}
\end{equation*}
$$

Firstly, this equation relates the magnetic field in the instantaneous rest frame of the particle to the Frenet vectors $e_{(3)}^{\mu}$ and $e_{(1)}^{\mu}$. Secondly, a Fermi transported vector undergoes rotation with respect to the Frenet triad with the angular velocity vector $-\omega^{\mu}$ given above。 ${ }^{6}$ Or since a Fermi transported frame is the relativistic analog of a nonrotating frame in Newtonian physics, ${ }^{7,8}$ the Frenet frame can be considered to rotate with respect to a nonrotating frame at a rate given by $\omega^{\mu}$; evidently the vector - $\omega^{\mu}$ can be identified with the rest frame magnetic field.

Towards the end of the foregoing discussions we have alluded to the instantaneous rest frame of the particle. We shall present more detailed considerations pertaining to this frame in the next section.

## III. SPECIALIZATION TO THE INSTANTANEOUS REST FRAME OF THE PARTICLE

In the instantaneous rest frame of the particle $e_{(0)}^{\mu}$
$=\delta^{\mu}{ }_{0}$. Consequently, the members of the triad $e_{(i)}^{\mu}$, will not have time components, since they are orthogonal to $e_{(0)}^{\mu}$. The electric and magnetic fields, $\tilde{\mathrm{E}}$ and $\overline{\mathrm{H}}$, in the rest system are given by the equations

$$
\begin{equation*}
F_{\nu}^{\mu} e_{(0)}^{\nu}=\tilde{E}^{\mu}, \quad \hat{F}_{\nu}^{\mu} e_{(0)}^{\nu}=\tilde{H}^{\mu} . \tag{16}
\end{equation*}
$$

In the above equations, $F_{\mu \nu}$ and $\hat{F}_{\mu \nu}$ are of course evaluated in the rest system. It is evidently a simple and straightforward procedure to translate all the results derived in the last section to their equivalents in the instantaneous rest system of the charged particle.

Remembering that $\kappa$ and $\tau_{1}$ have been chosen to be positive, we get directly from Eqs. (7), (11), and (8),

$$
\kappa=|\lambda| \tilde{E}, \quad \mathrm{e}_{(1)}=\frac{\lambda}{|\lambda|} \frac{\tilde{E}}{\tilde{E}},
$$

and

$$
\begin{equation*}
\tau_{1}=|\lambda| \frac{|\tilde{\mathrm{E}} \times \tilde{\mathrm{H}}|}{\tilde{E}}, \quad \mathrm{e}_{(2)}=\frac{\tilde{\mathrm{E}} \times \tilde{\mathrm{H}}}{|\tilde{\mathrm{E}} \times \tilde{\mathrm{H}}|}=\frac{\tilde{\mathrm{P}}}{\tilde{P}} \tag{17}
\end{equation*}
$$

where $\tilde{\mathbf{P}}=(c / 4 \pi) \tilde{\mathrm{E}} \times \tilde{\mathrm{H}}$ is the Poynting vector. The fact that the Poynting vector is in the direction of $\mathbf{e}_{(2)}$ in the rest system, with its magnitude equal to $k \tau_{1}$, had been anticipated towards the end of the last section.

We shall now proceed to examine the sign of $\tau_{2}$. Assuming that $\kappa \tau_{2}=-\beta$, we derived Eq. (15). That equation, in the rest system, reads

$$
\begin{equation*}
-\lambda \overline{\mathrm{H}}=\tau_{\mathrm{z}} \mathrm{e}_{(3)}+\tau_{2} \mathrm{e}_{(1)} . \tag{18}
\end{equation*}
$$

This is indeed consistent with $\mathbf{e}_{(1)}, \mathbf{e}_{(2)}$, and $\mathbf{e}_{(3)}$ forming a right-handed system as can be seen by taking the cross product of the above equation with $\lambda \overline{\mathrm{E}}=\kappa \mathrm{e}_{(1)}$ :

$$
-\lambda^{2} \tilde{\mathbf{E}} \times \tilde{\mathrm{H}}=-\kappa \tau_{1} \mathbf{e}_{(2)}
$$

which agrees with Eq. (17). Thus,

$$
\begin{equation*}
\tau_{2}=-|\lambda| \tilde{\mathrm{E}} \cdot \tilde{\mathrm{H}} / \tilde{E} . \tag{19}
\end{equation*}
$$

Equation (18) shows that $\mathbf{e}_{(3)}$ lies in the plane of $\tilde{E}$ and $\overline{\mathrm{H}}$; the rest system magnetic field in properly chosen units (taking into account the coefficient $\lambda$ ) has components $-\tau_{2}$ and $-\tau_{1}$ along $\mathrm{e}_{(1)}$ and $\mathrm{e}_{(3)}$, respectively. Similarly in the same units $\tilde{E}$ has component $\kappa$ along $\mathrm{e}_{(1)}$ 。 As was pointed out in the last section $-\lambda$ Ḧ coincides with the angular velocity vector that measures the rate of rotation of the Frenet triad with respect to a Fermi transported spatial frame.

The rest frame configuration of a positively charged particle ( $\lambda=e / m c^{2}>0$ ) is shown in Fig. 1. It displays the triad

$$
\begin{aligned}
& \mathbf{e}_{(1)}=\frac{\lambda}{|\lambda|} \frac{\tilde{\mathbf{E}}}{\tilde{E}}, \quad \mathbf{e}_{(2)}=\frac{\tilde{\mathbf{P}}}{\tilde{P}}, \quad \mathbf{e}_{(3)}=\frac{\lambda}{|\lambda|} \frac{\tilde{\mathbf{E}} \times \tilde{\mathbf{P}}}{\tilde{E} \tilde{P}}, \\
& \tilde{\mathbf{P}}=\frac{c}{4 \pi} \tilde{\mathbf{E}} \times \tilde{\mathbf{H}} .
\end{aligned}
$$

Since the particle is initially at rest here, it will get its first impulse in the $\tilde{E}$ direction, i.e., along $\mathbf{e}_{(1)}$, thereby acquiring an infinitesimal velocity $V_{1}$ along $e_{(1)}$. The second impulse felt by the particle is due to the force (e/c) $\mathrm{V}_{1} \times \overline{\mathrm{H}}$ along $\mathrm{e}_{(2)}$. The velocity component thus acquired in the direction of $\mathbf{e}_{(2)}$ couples with $\tilde{H}$ to impel the particle out of the $e_{(\mathfrak{1})}-\mathbf{e}_{(2)}$ plane.

We summarize below the Frenet scalars evaluated in the rest system:

$$
\begin{equation*}
\kappa=|\lambda| \tilde{E}, \quad \tau_{1}=|\lambda| \frac{|\tilde{\mathrm{E}} \times \tilde{\mathrm{H}}|}{\tilde{E}}, \quad \tau_{2}=-|\lambda| \frac{\tilde{\mathbf{E}} \cdot \tilde{\mathrm{H}}}{\tilde{E}} . \tag{20}
\end{equation*}
$$

The formalism we have developed would equally well apply to magnetic monopoles, if they exist, provided we replace $F_{\mu \nu}$ by its dual $\hat{F}_{\mu \nu}$, and $\lambda$ by $\hat{\lambda}=\hat{e} / m c^{2}$ where $\hat{e}$ is the magnetic charge of the monopole. The resulting Frenet scalars in the rest system of the monopole would be

$$
\begin{equation*}
\kappa=|\hat{\lambda}| \tilde{H}, \quad \tau_{1}=|\hat{\lambda}| \frac{|\tilde{\mathrm{E}} \times \tilde{\mathrm{H}}|}{\tilde{H}}, \quad \tau_{2}=|\lambda| \frac{\tilde{\mathrm{E}} \cdot \tilde{\mathrm{H}}}{\tilde{H}} . \tag{21}
\end{equation*}
$$

Comparing the Eqs. (20) and (21), we notice that in both cases the scalars are independent of the sign of the charge concerned. This means that we cannot distinguish intrinsically between the space-time trajectories of positive and negative charges of equal mass. In order to differentiate between these charges we must also specify some external information namely the direction of the arrow of time. However, the motion of a negative charge is the same as that of a positive charge moving backwards in time. This is a reflection of the fact that the Lorentz equation is invariant under the simultaneous reversal in sign of the proper time and the charge. Nevertheless, $\tau_{2}$ changes sign upon passing from an electric charge to a magnetic monopole, thereby making the intrinsic distinction possible between the two. Evidently, underlying this distinguishability is the tacit assumption that one can define positively oriented reference frames; in other words, space-time is orientable.

We shall now establish the relevance of the Frenet frame to the phenomenon of spin precession. Let us assume that the charged particle of mass $m$ and charge $e$, has a spin $S$ and a consequent magnetic moment $M=\left(g e_{0}\right)$ $2 m c) S$, where $g$ is the gyromagnetic ratio of the particle and $e_{0}$ is the electronic charge. We shall not go into a detailed discussion of the covariant dynamical description of spin precession at this point. ${ }^{9}$ It is sufficient for our purpose to note that, in the instantaneous rest system of the particle, spin precession is described by the familiar equation

$$
\begin{equation*}
\frac{d \mathrm{~S}}{d \tau}=\frac{g e_{0}}{2 m c^{2}} \mathrm{~S} \times \tilde{\mathrm{H}} \tag{22}
\end{equation*}
$$

At this stage we have made no assumptions about the spatial frame to which $S$ is referred, nor about the transport of such a frame along the world line. Choosing this frame to be the instantaneous Frenet triad $\mathbf{e}_{(i)}$, we can write

$$
\begin{equation*}
S=S^{(i)} e_{(i)} . \tag{23}
\end{equation*}
$$

Substituting Eq. (23) in (22), we find

$$
\begin{equation*}
\frac{d S^{(i)}}{d \tau} \mathbf{e}_{(i)}+S^{(i)} \frac{d \mathrm{e}_{(i)}}{d \tau}=\frac{g e_{0}}{2 m c^{2}} S^{(i)} \mathbf{e}_{(i)} \times \tilde{\mathbf{H}} \tag{24}
\end{equation*}
$$

In the space orthogonal to $e^{\mu}{ }_{(0)}=\delta^{\mu}{ }_{0}$, we have the Frenet equations

$$
\frac{d}{d \tau}\left[\begin{array}{l}
e_{(1)}  \tag{25}\\
e_{(2)} \\
e_{(3)}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \tau_{1} & 0 \\
-\tau_{1} & 0 & \tau_{2} \\
0 & -\tau_{2} & 0
\end{array}\right]\left[\begin{array}{l}
e_{(1)} \\
e_{(2)} \\
e_{(3)}
\end{array}\right] .
$$

Substituting the above in Eq. (24) and defining the modified gyromagnetic ratio $g^{\prime}=\left(e_{0} / e\right) g$, we arrive at the equation

$$
\begin{equation*}
\dot{\mathrm{S}}=\Omega \times \mathrm{S}, \quad \dot{\mathrm{~S}}=\frac{d S^{(i)}}{d \tau} \mathbf{e}_{(i)} \tag{26}
\end{equation*}
$$

where $\Omega=-\left[\left(g^{\prime} / 2\right) \lambda \tilde{H}+\omega\right]$ and $\omega=\tau_{2} \mathbf{e}_{(1)}+\tau_{1} \mathbf{e}_{(3)}$.
Assume now that the charged particle is in a homogeneous electromagnetic field and that its motion is governed by the Lorentz equation. We have ignored the fact that the spin-electromagnetic field interaction would in itself result in a deviation from the Lorentz force. Then, as we have seen [Eq。(18)], $\omega=-\lambda \tilde{\mathrm{H}}$ and, consequently, $\boldsymbol{\Omega}=\left(1-g^{\prime} / 2\right) \lambda \overrightarrow{\mathrm{H}}$. We see immediately that if $g^{\prime}=2$ then $\Omega=0$ and hence the spin (consequently, the magnetic moment) does not precess with respect to the Frenet triad. ${ }^{10}$ Its components along the Frenet vectors will remain constant. Or, if a frame can be picked that is attached to the moving charge and in which the magnetic moment has constant components, then such a frame could differ from the Frenet frame by at most a constant rotation. Thus, as we stated in the introduction, the phenomenon of spin precession affords a direct physical realization of the Frenet frame up to, of course, a constant rotation of the spatial triad.

We have assumed all along our development of the formalism that $\kappa, \tau_{1}$, and $\tau_{2}$ are well defined, i.e., at least $\kappa \neq 0$ and $\tau_{1} \neq 0$. From the expressions for these scalars in the rest system [Eq. (20)], it can be seen that this stipulation can be satisfied by taking $\tilde{\mathrm{E}} \times \tilde{\mathrm{H}} \neq 0$, a fact which we shall need in the next section. A detailed discussion of the bearing of field configurations on the Frenet scalars and hence on the intrinsic geometry of the world lines can be found in Ref. 9b.

## IV. DUALITY ROTATIONS

Duality rotations ${ }^{2,3}$ can transform a given electromagnetic field to new ones that are related to the former by simple equalities. In this section we briefly explore the effect of such transformations on the geometry of the charged particle trajectories.

Consider electric and magnetic fields, E and H , that are solutions to source free Maxwell's equations. If we define $\mathrm{K}=\mathrm{E}+i \mathrm{H}$, duality rotations are represented by

$$
\begin{equation*}
\mathbf{K}^{\prime}=e^{i \phi} \mathrm{~K}, \tag{27}
\end{equation*}
$$

where $\phi$ is a real constant. Obviously, both $K$ and $\mathrm{K}^{\prime}$ satisfy the source free Maxwell's equations. The Lorentz field invariants $\mathrm{E} \cdot \mathrm{H}$ and $\left(E^{2}-H^{2}\right)$ are not invariant under these transformations. Nevertheless two new invariants are admitted here, namely

$$
\begin{equation*}
\mathrm{K}^{\prime} \cdot \mathrm{K}^{\prime *}=\mathrm{K} \cdot \mathrm{~K}^{*} \text { or } E^{\prime 2}+H^{\prime 2}=E^{2}+H^{2} \tag{28a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{K}^{\prime} \times \mathrm{K}^{\prime *}=\mathrm{K} \times \mathrm{K}^{*} \text { or } \mathrm{E}^{\prime} \times \mathrm{H}^{\prime}=\mathrm{E} \times \mathrm{H} \tag{28b}
\end{equation*}
$$

where the asterisk indicates complex conjugation. With this preamble we establish the following theorem:

Theorem: Let the initial velocity $\mathrm{v}_{0}$ of a charged particle in an arbitrary homogeneous electromagnetic field be such that $\kappa, \tau_{1}$, and $\tau_{2}$ are all well defined (i.e., $\kappa \neq 0, \tau_{1} \neq 0$ or equivalently $\mathrm{E} \times \mathrm{H} \neq 0$ in the rest frame) .

If we perform an arbitrary duality rotation on the electromagnetic field, and if the particle has the same initial velocity $\mathrm{v}_{0}$ in the newly generated field, then the new scalars $\kappa^{\prime}, \tau_{1}{ }^{\prime}$, and $\tau_{2}{ }^{\prime}$ will also be well defined.

Proof: We note that Lorentz transformations and duality rotations acting on fields commute. In what follows we use the same duality transformation (same "angle" $\phi$ ) and the same Lorentz transformation (corresponding to a velocity $-\mathrm{v}_{0}$ that produces the instantaneous rest frame of the charged particle) acting at the initial space-time point of the particle. We first perform the duality rotation ( $\mathrm{E} \rightarrow \mathrm{E}^{\prime}, \mathrm{H} \rightarrow \mathrm{H}^{\prime}$ ) followed by the Lorentz transformation ( $E^{\prime} \rightarrow \bar{E}^{\prime}, \mathrm{H}^{\prime} \rightarrow \overline{\mathrm{H}}^{\prime}$ ). Reversing the order of the operations we have,

$$
(\mathrm{E}, \mathrm{H}) \rightarrow(\tilde{\mathrm{E}}, \tilde{\mathrm{H}}) \rightarrow\left[(\tilde{\mathrm{E}})^{\prime},(\tilde{\mathrm{H}})^{\prime}\right] .
$$

Since the two types of transformations commute we conclude $\overline{\mathrm{E}}^{\prime}=(\overline{\mathrm{E}})^{\prime}$ and $\tilde{\mathrm{H}}^{\prime}=(\tilde{\mathrm{H}})^{\prime}$. On the other hand, since $\mathrm{E} \times \mathrm{H}$ is invariant under duality rotations,

$$
\begin{equation*}
\tilde{\mathbf{E}} \times \tilde{\mathbf{H}}=(\tilde{\mathbf{E}})^{\prime} \times(\tilde{\mathbf{H}})^{\prime}=\tilde{\mathbf{E}}^{\prime} \times \tilde{\mathbf{H}}^{\prime} \tag{29}
\end{equation*}
$$

Thus, $\overrightarrow{\mathrm{E}^{\prime}} \times \tilde{\mathrm{H}}^{\prime} \neq 0$ and therefore $\kappa^{\prime}, \tau_{1}^{\prime}, \tau_{2}^{\prime}$ are well defined at the initial point and consequently all along the curve since these scalars are constants. This completes the proof.

Equations (29) and (20) yield the relation

$$
\begin{equation*}
\kappa^{\prime} \tau_{1}^{\prime}=\kappa \tau_{1} . \tag{30a}
\end{equation*}
$$

Similarly with the help of Eqs. (28a) and (14), we can show that

$$
\begin{equation*}
\kappa^{\prime 2}+\tau_{1}^{\prime 2}+\tau_{2}^{\prime 2}=\kappa^{2}+\tau_{1}^{2}+\tau_{2}^{2} . \tag{30b}
\end{equation*}
$$

Further relations are obtained by noting that $K^{\prime 2}=e^{2 i \oplus} K^{2}$ which, with the help of Eqs. (12) and (13), leads to

$$
\left[\begin{array}{l}
\kappa^{\prime 2}-\tau_{1}^{\prime 2}-\tau_{2}^{\prime 2}  \tag{30c}\\
2 \kappa^{\prime} \tau_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
\cos 2 \phi & -\sin 2 \phi \\
\sin 2 \phi & \cos 2 \phi
\end{array}\right]\left[\begin{array}{l}
\kappa^{2}-\tau_{1}^{2}-\tau_{2}^{2} \\
2 \kappa \tau_{2}
\end{array}\right] .
$$

Equation (30a) through (30c) can easily be uncoupled so that each of the scalars $\kappa^{\prime}, \tau_{1}^{\prime}, \tau_{2}^{\prime}$ is expressed in terms of $\kappa, \tau_{1}, \tau_{2}$, and $\phi$.

## V. KILLING TRAJECTORIES

There exists a striking similarity between the world lines of charged particles in homogeneous fields and Killing trajectories admitted by four-dimensional Riemannian spaces. Consider such a timelike Killing vector $\xi^{\mu}$. We can define then the 4 -velocity along $\xi^{\mu}$ by

$$
\begin{equation*}
u^{\mu}=e^{\Downarrow} \xi^{\mu}, \quad e^{-2 凶}=\xi^{\nu} \xi_{\nu} . \tag{31}
\end{equation*}
$$

It is easy to show that $e^{\nu}$ or, equivalently, $\psi$ is constant along the Killing trajectory, i.e., $\psi_{, \mu} \xi^{\mu}=0$, from the Killing equation:

$$
\begin{equation*}
\xi_{\mu ; \nu}+\xi_{\nu ; \mu}=0 \tag{32}
\end{equation*}
$$

So

$$
\begin{equation*}
\dot{u}^{\mu}=e^{\Downarrow \xi^{\mu}}{ }_{; \nu} u^{\nu} . \tag{33}
\end{equation*}
$$

We can identify $e^{山} \xi_{\mu ; \nu}$ with an antisymmetric tensor $F_{\mu \nu}$ by virtue of Eq. (32),

$$
\begin{equation*}
F_{\mu \nu} \equiv e^{\Downarrow} \xi_{\mu ; \nu}, \tag{34}
\end{equation*}
$$

so that Eq. (33) is formally the same as the Lorentz equation. Further, since $e^{\psi}=$ const along $\xi^{\mu}$, we have

$$
\begin{equation*}
\dot{F}_{\mu \nu}=e^{2 \phi} \xi_{\mu ; \nu ; r} \xi^{\gamma}=0 \tag{35}
\end{equation*}
$$

since $\xi_{\mu ; v ; \gamma}=R_{\mu \nu r \lambda} \xi^{\lambda}$, where $R_{\mu \nu r \lambda}$ is the Riemann tensor. As we emphasized in Sec. II, the properties $F_{\mu \nu}=-F_{\nu \mu}$ and $\dot{F}_{\mu \nu}=0$ were sufficient to derive all the results of that section. Those results, then, are valid in the case of the Killing trajectories with suitable changes in interpretation whenever necessary.

We concentrate attention on some of the significant results that emerge. To begin with, the Frenet scalars are constants along the Killing trajectories. Equation (15) now becomes

$$
\begin{equation*}
\omega^{\mu}=\tau_{1} e_{(3)}^{\mu}+\tau_{2} e_{(1)}^{\mu}=-e^{2 \omega} \hat{\xi}^{\mu ; \nu} \xi_{\nu}, \tag{36}
\end{equation*}
$$

where the dual $\hat{\xi}^{\mu ; \nu}=(1 / 2 \sqrt{-g}) \epsilon^{\mu \nu \alpha \beta} \xi_{\alpha ; \beta}$ as before.
We define

$$
\begin{equation*}
\bar{\omega}^{\mu} \equiv \hat{\xi}^{\mu ; \nu} \xi_{\nu}=(1 / 2 \sqrt{-g}) \epsilon^{\mu \nu \alpha \beta} \xi_{\nu} \xi_{\alpha ; \theta} \tag{37}
\end{equation*}
$$

In the above equation $\bar{\omega}^{\mu}$ is the rotation vector of the Killing congruence. And also $e^{2 \omega} \hat{\xi}^{\mu ; \nu} \xi_{\nu}=(1 / 2 \sqrt{-g}) \epsilon^{\mu \nu \alpha \beta}$ $\times u_{\nu} u_{\alpha ; B}$ the rotation vector associated with the congruence of Killing world lines. In the present context these vectors are evaluated along a particular curve belonging to the congruence. We have already pointed out in Sec. II that $\omega^{\mu}$ gives the rotation of the Frenet frame with respect to the Fermi transported frame. In the case of Killing trajectories, we have arrived at the interesting result that $\omega^{\mu}$ is directly proportional to the rotation vector of the Killing congruence $\bar{\omega}^{\mu}$. Obviously, in static space-times, that are characterized by $\bar{\omega}^{\mu}=0$, the Frenet frame is a nonrotating frame defined along the Killing line.

Next consider the Killing analog of Eq. (13) which reads

$$
\begin{equation*}
\kappa^{2}-\tau_{1}^{2}-\tau_{2}^{2}=-\left(e^{2 \psi} / 2\right) \xi_{\mu ; \nu} \xi^{\mu ; \nu} \tag{38}
\end{equation*}
$$

In order to interpret this equation, define the family of hypersurfaces,

$$
\begin{equation*}
\Sigma: \xi^{\mu} \xi_{\mu}=\text { const } \tag{39}
\end{equation*}
$$

The normal to any of these surfaces is given by

$$
\begin{equation*}
n_{\mu}=\left(\xi^{\nu} \xi_{\nu}\right)_{, \mu}=2 \xi_{\nu ; \mu} \xi^{\nu} \tag{40}
\end{equation*}
$$

By the antisymmetry of $\xi_{\alpha ; \beta}$ we find $n_{\mu} \xi^{\mu}=0$. This shows that the Killing trajectories having the same length $\xi^{\mu} \xi_{\mu}$ (say $c_{1}$ ) lie in the corresponding member of the family $\Sigma$ characterized by the constant $c_{1}$. For the 4 -velocities along these trajectories, we have

$$
\begin{equation*}
\dot{u}_{\mu}=e^{2 \nu} \xi_{\mu ; \nu} \xi^{\nu}=\kappa e_{(1) \mu}=-\frac{1}{2} e^{2 v^{2}} n_{\mu} . \tag{41}
\end{equation*}
$$

Or,

$$
\begin{equation*}
\kappa e_{(1) \mu}=-\frac{1}{2} e^{2 \psi} n_{\mu}, \quad \kappa^{2}=-\frac{1}{4} e^{4 \psi} n_{\mu} n^{\mu} . \tag{42}
\end{equation*}
$$

Further, from Eqs. (36) and (37),

$$
\begin{equation*}
-\bar{\omega}^{\mu} e^{2 \zeta}=\tau_{1} e_{(3)}^{\mu}+\tau_{2} e_{(1)}^{\mu}, \quad-\left(\tau_{1}^{2}+\tau_{2}^{2}\right)=e^{4 \phi} \bar{\omega}^{\mu} \bar{\omega}_{\mu} . \tag{43}
\end{equation*}
$$

With the help of Eqs. (42) and (43), Eq. (38) reduces to

$$
\begin{equation*}
\bar{\omega}^{\mu} \bar{\omega}_{\mu}-\frac{1}{4} n_{\mu} n^{\mu}=-\frac{1}{2} \xi^{\nu} \xi_{\nu}\left(\xi_{\alpha ; B} \xi^{\alpha ; \vartheta}\right) . \tag{44}
\end{equation*}
$$

This is an equation that has black hole physics as its usual habitat. ${ }^{11}$ It shows that the surface on which $\xi_{\mu}$ becomes null is a null surface (the horizon or the black hole), provided $\bar{\omega}^{\mu}$ also becomes null. In the case of static metrics ( $\bar{\omega}^{\mu}=0$ ), e.g. Schwarzschild metric, this automatically occurs, but not necessarily in stationary space-times ( $\bar{\omega}^{\mu} \neq 0$ ). In the case of Kerr metric, for instance, the condition is not satisfied for the global time-like $\xi^{\mu}$ (which is time-like at spatial infinity); nevertheless the combination $\xi^{\mu}+c \eta^{\mu}$, where $\eta^{\mu}$ is the axial Killing vector and $c$ is a suitably chosen constant does satisfy the condition making the Kerr black hole in fact a Killing horizon. ${ }^{12}$

Equation (12) translates into

$$
\begin{equation*}
\kappa \tau_{2}=\frac{1}{4} \xi_{\mu ;} \hat{\xi}^{\mu ; \nu} . \tag{45}
\end{equation*}
$$

If $\tau_{2}=0$ then the above equation shows that $\xi_{\mu ; \nu}$ is a simple bivector. We may mention that this holds true in the case of the combined Killing vector $\xi^{\mu}+c \eta^{\mu}$ alluded to in connection with the Kerr black hole.

Finally, consider the Lorentz equation for a charged particle in flat space-time

$$
\begin{equation*}
\frac{d u_{\mu}}{d \tau}=F_{\mu \nu} \frac{d x^{\nu}}{d \tau} . \tag{46}
\end{equation*}
$$

If $F_{\mu \nu}$ is constant, Eq. (46) can be directly integrated to give

$$
\begin{equation*}
u_{\mu}(\tau)=F_{\mu \nu} x^{\nu}(\tau)+\alpha_{\mu} . \tag{47}
\end{equation*}
$$

Here $x^{\nu}(\tau)$ is the parametric form of the charge trajectory with the proper time $\tau$ as the parameter and $\alpha_{\mu}$ is constant. On the other hand, the most general form of a Killing vector in the flat space-time is given by

$$
\begin{equation*}
\xi_{\mu}=\beta_{\mu \nu} x^{\nu}+\gamma_{\mu}, \tag{48}
\end{equation*}
$$

where $\beta_{\mu \nu}$ is constant and antisymmetric ( $\beta_{\mu \nu}=-\beta_{\nu \mu}$ ) and $\gamma_{\mu}$ is also constant. Therefore, $\xi^{\mu} / \sqrt{\xi^{p} \xi_{\nu}}$ can be identified with $u^{\mu}$, provided $x^{\nu}=x^{\nu}(\tau)$ in Eq. (48). This shows that trajectories of charged particles acted upon by constant electromagnetic fields in flat space-time coincide with timelike Killing lines. Probably this is not true in the case of arbitrary Riemannian spaces, although at present we do not possess any theorems that point one way or the other.

After submitting the present paper for publication we have learned that D.M. Eardley has studied spacetimes admitting constant bivectors. ${ }^{13}$

## APPENDIX

The usual method of describing the motion of a charged particle in an electromagnetic field is through a parameter representation of the particle's world line. The initial conditions give rise to eight constants of integration, but the side condition

$$
u^{\mu} u_{\mu}=1 \text { where } u^{\mu}=\frac{d x^{\mu}}{d \tau}, \quad \mu=0, \ldots, 3
$$

reduces this number to seven. It is preferable to have a representation that displays these transformation properties explicitly. Unfortunately, the usual procedure for treating the motion of charged particles in electromagnetic fields is to specialize the fields. ${ }^{14}$ Then the transformation properties of the constants of integration are effectively masked. In the following we avoid this by presenting a general covariant solution to the Lorentz equation for homogeneous electromagnetic fields in flat space-time. This solution, and alternate solutions given elsewhere are quite cumbersome. ${ }^{15}$ This is in sharp contrast with the elegant results that are obtained through the Frenet-Serret formalism.
The formal solution of $\dot{u}=F u$ when $\dot{F}=0$ in flat space-time is

$$
\begin{equation*}
u(\tau)=e^{F \tau} u(0) . \tag{A1}
\end{equation*}
$$

In the above $F$ stands for the matrix $F^{\mu}{ }_{\nu}$. The series operator $e^{F \tau}$ can be simplified through the recursion relation

$$
\begin{equation*}
F^{4}-\alpha F^{2}-\beta^{2} I=0 \tag{A2}
\end{equation*}
$$

where

$$
\alpha \equiv \lambda^{2}\left(E^{2}-H^{2}\right) \text { and } \beta \equiv \lambda^{2}(\mathrm{E} \cdot \mathrm{H}) .
$$

This method, however, is too complicated to use, especially if both $\alpha$ and $\beta$ are nonzero.

The simplest approach is to operate on $u$ with both sides of (A2). Since $d u / d \tau=F u$ together with $\dot{F}=0$ imply that $d^{n} u / d \tau^{n}=F^{n} u$ for all integral $n$, it follows that

$$
\begin{equation*}
\dddot{u} \ddot{0}-\alpha \ddot{u}-\beta^{2} u=0 . \tag{A3}
\end{equation*}
$$

This is a simple linear equation whose solution is

$$
u(\tau)=\frac{1}{\lambda^{2}\left|K^{2}\right|}\left[\begin{array}{l}
{\left[\alpha_{2}^{2} \cosh \alpha_{1} \tau+\alpha_{1}^{2} \cos \alpha_{2} \tau\right] I+\left[\alpha_{2}^{2} \frac{\sinh \alpha_{1} \tau}{\alpha_{1}}+\alpha_{1}^{2} \frac{\sin \alpha_{2} \tau}{\alpha_{2}}\right] F}  \tag{A4}\\
+\left[\cosh \alpha_{1} \tau-\cos \alpha_{2} \tau\right] F^{2}+\left[\frac{\sinh \alpha_{1} \tau}{\alpha_{1}}-\frac{\sin \alpha_{2} \tau}{\alpha_{2}}\right] F^{3}
\end{array}\right] u(0),
$$

where $\mathrm{K}=\mathrm{E}+i \mathrm{H}$ and

$$
\alpha_{1} \equiv \lambda\left(\left|K^{2}\right|+\operatorname{Re} K^{2} / 2\right)^{1 / 2}, \quad \alpha_{2} \equiv \lambda\left(\left|K^{2}\right|-\operatorname{Re} K^{2} / 2\right)^{1 / 2} .
$$

It follows that

$$
-\left[\begin{array}{l}
{\left[\alpha_{2}^{2} \frac{\sinh \alpha_{1} \tau}{\alpha_{1}}+\alpha_{1}^{2} \frac{\sin \alpha_{2} \tau}{\alpha_{2}}\right] I+\left[\alpha_{2}^{2}\left(\frac{\cosh \alpha_{1} \tau-1}{\alpha_{1}^{2}}\right)-\alpha_{1}^{2}\left(\frac{\cos \alpha_{2} \tau-1}{\alpha_{2}^{2}}\right)\right] F}  \tag{A5}\\
+\left[\frac{\sinh \alpha_{1} \tau}{\alpha_{1}}-\frac{\sin \alpha_{2} \tau}{\alpha_{2}}\right] F^{2}+\left[\left(\frac{\cosh \alpha_{1} \tau-1}{\alpha_{1}^{2}}\right)+\left(\frac{\cos \alpha_{2} \tau-1}{\alpha_{2}^{2}}\right)\right] F^{3}
\end{array}\right] u(0)
$$

Various limiting cases in which $\mathrm{E} \cdot \mathrm{H}=0$ or $E^{2}-H^{2}=0$ or both $\mathrm{E} \cdot \mathrm{H}=E^{2}-H^{2}=0$ can be evaluated. In this regard we note that if $\beta=\lambda^{2} \mathrm{E} \cdot \mathrm{H}=0$, then $F$ obeys

$$
\begin{equation*}
F^{3}-\alpha F=0 . \tag{A6}
\end{equation*}
$$

Note added in proof: We have discovered that J.L. Synge, Proc. Roy. Irish Acad. A 65, 27 (1967), has considered some geometrical properties of flat spacetime trajectories of charged particles in homogeneous electro-magnetic fields.
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The $O(5)$ van der Waerden invariant is given; with its help the general Wigner coefficient in the canonical $S U(2) \times S U(2)$ chain is calculated. Some special Wigner coefficients and Gaunt-type formulas needed for the construction of the general Wigner coefficient are also presented.

## 1. INTRODUCTION

The group $O(5)$ has been useful in classifying states in several different areas of physics. Perhaps the best known is the seniority model which treats the pairing force between particles in the same nuclear shell. ${ }^{1}$ Special representations serve to describe nuclear surfon states ${ }^{2}$ and more recently have been used to treat states of atomic electrons interacting with vibrations of neighboring atoms in a solid (Jahn-Teller effect). ${ }^{3}$ In its noncompact version $O(3,2)$ it is related to the Coulomb problem. ${ }^{4}$ A practical problem in connection with any group is the calculation of its Wigner coefficients which couple states of three irreducible representations (IR's) to a scalar or, equivalently, its Clebsch-Gordan coefficients which couple states of two IR's to a composite state belonging to a third IR. These coefficients are needed for coupling states and tensors, and perhaps more importantly, in connection with the Wigner-Eckart theorem, for calculating matrix elements of physical quantities. Hecht and Pang ${ }^{5}$ calculated $O(5)$ Clebsch-Gordan coefficients for special cases. Wong ${ }^{6}$ derived those associated with the coupling $(p, q)$ $\times(0,2)$, involving external multiplicity up to two. The most general Wigner coefficient involving no multiplicity was given by Alisauskas and Jucys. ${ }^{7}$ Holman ${ }^{8}$ calculates the general $\dot{O}(5)$ coefficient by a factorization scheme which involves embedding in a higher group; a disadvantage is the presence of redundant labels, so that an orthogonalization or some such procedure is needed to retain a complete and independent set of couplings.

In Sec. 2 we construct the general van der Waerden invariant for $O(5)$.

The method of van der Waerden invariants provides a complete nonredundant solution of the external labeling problem which is symmetric in the three IR's and which has the advantage of making no reference to the internal basis states to be used. To calculate Wigner coefficients, one merely expands the van der Waerden invariant in products of states of the three IR's using whatever basis states are convenient for the problem at hand. In this paper we use states classified according to the canonical $S U(2) \times S U(2)$ subgroup of $O(5)$.

Section 3 is devoted to the calculation of certain Gaunt coefficients which arise when a product of two $O(5)$ states in the same variables is expanded in $O(5)$ states.

In Sec. 4 we evaluate certain classes of simple Wigner coefficients.

In Sec. 5 the general $O(5)$ Wigner coefficient is calculated explicitly. It takes the form of a sum of products of $9 j$ symbols, Gaunt coefficients, and the simple Wigner coefficients of Sec. 4. It involves 41 internal summations.

## 2. $O(5)$ VAN DER WAERDEN INVARIANT

The external labeling problem for a compact group is that of specifying all couplings of two IR's to give a third or, equivalently, specifying all couplings of three IR's to give an invariant. Long ago van der Waerden ${ }^{9}$ wrote down such a general invariant for $S U(2)$ as a product of powers of certain elementary scalars; similar solutions of the external labeling problem exist for $S U(3)$, ${ }^{10}$ $S U(4),{ }^{11}$ and $S U(5) .{ }^{12}$ A general discussion of the method is found in Ref. 12; it is an extension to the external labeling problem of the method of elementary multiplets (elementary permissible diagrams) which has been used to solve internal labeling problems. ${ }^{13,14}$

Examination of couplings of low-lying IR's suggests the following elementary scalars for $O(5)$ :
$A_{1}=(00,10,10), A_{2}=(10,00,10), A_{3}=(10,10,00)$,
$B_{1}=(00,01,01), \quad B_{2}=(01,00,01), \quad B_{3}=(01,01,00)$,
$C_{1}=(01,10,10), \quad C_{2}=(10,01,10), \quad C_{3}=(10,10,01)$,
$D_{1}=(20,01,01), \quad D_{2}=(01,20,01), \quad D_{4}=(01,01,20)$.
(2.1)

Explicit expressions for the elementary scalars are given in Sec. 4. They are not independent, for $C_{i} C_{j}$ is a linear combination of $A_{k} D_{k}$ and $A_{i} A_{j} B_{k} ; D_{i} D_{j}$ is a linear combination of $A_{k}^{2} B_{i} B_{j}$ and $B_{k}^{2} C_{k}^{2} ; C_{i} D_{i}$ is a linear combination of $A_{j} B_{k} C_{k}$ and $A_{k} B_{j} C_{j}$ (throughout this paper $i j k$ are 123 in any order). Accordingly $C_{i} C_{j}$, $D_{i} D_{j}$, and $C_{i} D_{i}$ are incompatible pairs for the purpose of forming the general van der Waerden invariant. Six types of invariant may be distinguished, each characterized by a product of powers of eight elementary scalars

$$
\begin{equation*}
S_{c d}=P A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}} B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}} C_{i}^{c} D_{j}^{d} \tag{2.2}
\end{equation*}
$$

where $i \neq j$ are chosen from 123. Since the invariants differ only by a relabeling of the three IR's, only one will be discussed in detail, namely that with $i=1, j=2$. $P$ in (2.2) is a projection operator which instructs us to retain only the part which is stretched in all IR labels. Thus
$p_{1}=a_{2}+a_{3}, \quad p_{2}=a_{1}+a_{3}+c+2 d, \quad p_{3}=a_{1}+a_{2}+c$,
$q_{1}=b_{2}+b_{3}+c+d, \quad q_{2}=b_{1}+b_{2}, \quad q_{3}=b_{1}+b_{2}+d$.
The eight exponents provide the six representation labels and two multiplicity labels. It is clear that we may use $c, d$ as the multiplicity lables. All couplings are obtained by letting the exponents take all nonnegative integer values.

To show that (2.2) solves the external labeling problem, we invoke Speiser's theorem ${ }^{16}$ which makes a correspondence between basis states of the first IR ( $p_{1} q_{1}$ ) and couplings involving the first IR and the second IR $\left(p_{2} q_{2}\right)$.

Basis states of the general IR $(p q)$ of $O(5)$ can be characterized by products of powers of variables which are the basis states of the two FIR's (fundamental irreducible representations); the basis states are of degree $p$ in the variables $\alpha \beta \gamma \delta$ of (10) and degree $q$ in the variables $\eta \theta \lambda \xi \xi$ of (01); the notation for the states of the FIR's is that of Ref. 15. The existence of a symmetric scalar in the direct product $(01) \times(01)$ and of a (10) quartet in the product (10) $\times(01)$ occasions the proviso that the following pairs of variables are incompatible for the purpose of forming states of higher IR's: $\theta \xi, \gamma \theta, \gamma \lambda, \delta \lambda, \delta \xi$; the states thus eliminated belong to IR's lower than their degrees would indicate. Five types of internal state may be distinguished, each characterized by a product of powers of six variables; the variables are $\alpha \beta \eta \zeta$ together with one of the following five sets of two: $\gamma \delta, \gamma \xi, \delta \theta, \theta \lambda, \lambda \xi$. The indices of the powers of the six variables provide the two representation and four internal labels. This primitive solution of the state labeling problem utilizes no subgroup [apart from the $U(1)$ subgroups corresponding to the two weights]; it is convenient for our purpose because it corresponds to our symmetric solution of the external labelling problem.

In specifying the connection between variables and elementary scalars, we ignore $A_{1}, B_{1}$. By identifying weights we are led to the following correspondence:
$A_{2} \sim \alpha, \quad A_{3} \sim \beta, \quad B_{2} \sim \eta, \quad B_{3} \sim \zeta, \quad C_{1} \sim \lambda$,
$C_{2} \sim \delta, \quad C_{3} \sim \gamma, \quad D_{2} \sim \xi, \quad D_{3} \sim \theta$.
( $\alpha$ and $\eta$ are regarded as the heaviest states of their respective IR's). $D_{1}$ corresponds to $\gamma \delta$; there is no double counting since $C_{2} C_{3}$ are incompatible. Then internal states correspond one-to-one to external couplings. Our justification of the solution provided by (2.2) is valid only when $p_{2} q_{2}$ are sufficiently large. Its correctness in the general case can be proved by the method discussed in Ref. 11 or 12.

## 3. GAUNT COEFFICIENTS

In expanding the van der Waerden invariant (2.2) for the evaluation of $O(5)$ Wigner coefficients it is necessary to combine $O(5)$ states in, say, the 1 -variables arising from different factors of the invariant into a sum of states in the same variables. The required formulas are analogous to the well-known formula of Gaunt by which a product of two spherical harmonics in the same variables is expanded as a sum of spherical harmonics.

Because of the projection operator $P$ in Eq. (2.2), we need keep only that part of the expansion which is stretched in the $O(5)$ Cartan labels $p, q$; terms belonging to lower IR's will be denoted by "unwanted."

First consider a state belonging to the simple IR of type ( $p O$ ). According to (3.2) of Ref. 15 it can be written

$$
\left.\left|\begin{array}{l}
p o  \tag{3.1}\\
S T M N
\end{array}=\right| \begin{array}{c}
S \\
M
\end{array}\right\rangle\left|\begin{array}{l}
T \\
N
\end{array}\right\rangle,
$$

where $\left.\left.\right|_{M} ^{S}\right\rangle,\left.\right|_{N} ^{T}$ are Wigner monomials, i. e., $S U(2)$ basis states, in the $\alpha \beta$ and $\gamma \delta$ variables, respectively; $S+T$ $=\frac{1}{2} p$. The $S U(2)$ Gaunt formula is

$$
\left|\begin{array}{l}
S_{1}  \tag{3.2}\\
M_{1}
\end{array}\right\rangle\left|\begin{array}{l}
S_{2} \\
M_{2}
\end{array}\right\rangle=\left|\begin{array}{c}
S \\
M
\end{array}\right\rangle\left\langle\begin{array}{cc|c}
S_{1} & S_{2} & S \\
M_{1} & M_{2} & M
\end{array}\right\rangle\left\{S_{1} ; S_{2} \mid S\right\},
$$

where $S=S_{1}+S_{2}$ and the $S U(2)$ Gaunt coefficient is

$$
\begin{equation*}
\left\{S_{1} ; S_{2} \mid S\right\}=\left[\left(2 S_{1}+2 S_{2}\right)!/\left(2 S_{1}\right)!\left(2 S_{2}\right)!\right]^{1 / 2} . \tag{3.3}
\end{equation*}
$$

Using (3.3), we obtain the Gaunt formula

$$
\begin{align*}
& \left|\begin{array}{c}
p_{1} O \\
S_{1} T_{1} M_{1} N_{1}
\end{array}\right\rangle\left|\begin{array}{c}
p_{2} O \\
S_{2} T_{2} M_{2} N_{2}
\end{array}\right\rangle \\
& =\left|\begin{array}{c|c}
p O \\
\mid S T M N
\end{array}\right\rangle\left\langle\begin{array}{c|c}
S_{1} S_{2} & S \\
M_{1} M_{2} & M
\end{array}\right\rangle\left\langle\begin{array}{c|c}
T_{1} T_{2} & T \\
N_{1} N_{2} & N
\end{array}\right\rangle \\
& \times\left\{\begin{array}{ll}
p_{1} O \\
S_{1} T_{1}
\end{array}, \left.\begin{array}{l}
p_{2} O \\
S_{2} T_{2}
\end{array} \right\rvert\, \begin{array}{ll}
p T
\end{array}\right\}, \tag{3.4}
\end{align*}
$$

where $p=p_{1}+p_{2}, S=S_{1}+S_{2}, T=T_{1}+T_{2}$, and the $O(5)$ Gaunt coefficient is

$$
\left\{\begin{array}{ll|l}
p_{1} O & p_{2} O & p O  \tag{3.5}\\
S_{1} T_{1} & S_{2} T_{2} & S T
\end{array}\right\}=\left(\frac{\left(2 S_{1}+2 S_{2}\right)!\left(2 T_{1}+2 T_{2}\right)!}{\left(2 S_{1}\right)!\left(2 S_{2}\right)!\left(2 T_{1}\right)!\left(2 T_{2}\right)!}\right)^{1 / 2} .
$$

Before deriving the Gaunt coefficient for ( $O q$ ) type states we cast the ( $O q$ ) states in a new form:

$$
\left|\begin{array}{cc}
O & q  \tag{3.6a}\\
S S ; S S
\end{array}\right\rangle=N_{S}^{\prime} \eta^{2 S} \lambda^{q-2 S}+\text { unwanted }
$$

[ $T=S$ for (Oq) type states]. Also

$$
\begin{equation*}
N_{S}^{\prime}=\left(\frac{(2 S+1)(2 q+2)!}{(q-2 S)!(q+2 S+2)!(q+1)!2^{q-2 S}}\right)^{1 / 2} \tag{3.6b}
\end{equation*}
$$

It is evident that the state (3.6a) is identical with (3.5) of Ref. 15 apart from normalization. That the normalization ( 3.6 b ) is correct is verified by taking the scalar product of (3.6a) with (3.5) of Ref. 15. The state $\left.I_{S S}^{0} ;{ }_{M N}^{q}\right\rangle$ is obtained from (3.6a) by replacing $\eta^{2 S}$ by

$$
\begin{align*}
& \eta^{2 S}-[(S+M)!(S-M)!(S+N)!(S-N)!]^{1 / 2} \\
& \times \sum_{m} \frac{\eta^{\mu+m} \theta^{S-m} \xi^{S-M+N-m} \zeta^{m-N}}{(M+m)!(S-m)!(S-M+N-m)!(m-N)!} \tag{3.6c}
\end{align*}
$$

The Gaunt formula for ( $O q$ ) states is

$$
\begin{align*}
& \left|\begin{array}{c|c}
O q_{1} \\
S_{1} S_{1} ; M_{1} N_{1}
\end{array}\right\rangle\left|\begin{array}{c}
O q_{2} \\
S_{2} S_{2} ; M_{2} N_{2}
\end{array}\right\rangle \\
& \quad=\sum_{S}\left|\begin{array}{c}
O q \\
S S ; M N
\end{array}\right\rangle\left\langle\left.\begin{array}{c}
S_{1} S_{2} \\
M_{1} M_{2}
\end{array} \right\rvert\, \begin{array}{c}
S
\end{array}\right\rangle\left\langle\begin{array}{c|c}
S_{1} S_{2} & S \\
N_{1} N_{2} & N
\end{array}\right\rangle \tag{3.7}
\end{align*}
$$

$$
\times\left\{\begin{array}{ll|l}
O q_{1} \\
S_{1} S_{1}
\end{array} ; \left.\begin{array}{l}
O q_{2} S_{2}
\end{array} \right\rvert\, \begin{array}{ll}
O q
\end{array}\right\}+\text { unwanted }
$$

where $q=q_{1}+q_{2}$. To determine the Gaunt coefficient,
put $M_{1}=N_{1}=S_{1} . M_{2}=N_{2}=-S_{2}$ in (3.7), substitute from (3.6a) for the states on the left, and take the scalar product with $\left.\left.\right|_{S S} ^{0} ; M_{N N}^{q}\right\rangle$ in the form (3.5) of Ref. 15 with the replacement ( 3.6 c ). The result is

$$
\begin{align*}
\left\{\begin{array}{ll}
O q_{1} \\
S_{1} S_{1}
\end{array} ; \left.\begin{array}{l}
O q_{2} \\
S_{2} S_{2}
\end{array} \right\rvert\, \begin{array}{c}
O q \\
S S
\end{array}\right\}= & (-1)^{S_{1}+s_{2}-s}\left(\frac{\left(2 S_{1}+1\right)\left(2 S_{2}+1\right)\left(2 q_{1}+2\right)!}{\left(2 q_{1}+2 q_{2}+2\right)!\left(q_{1}-2 S_{1}\right)!}\right)^{1 / 2} \\
& \times\left(\frac{\left(2 q_{2}+2\right)!\left(q_{1}+q_{2}-2 S\right)!\left(q_{1}+q_{2}+1\right)!\left(q_{1}+q_{2}+2 S+2\right)!}{\left(q_{2}-2 S_{2}\right)!\left(q_{1}+1\right)!\left(q_{2}+1\right)!(2 S+1)\left(q_{1}+2 S_{1}+2\right)!\left(q_{2}+2 S_{2}+2\right)!}\right)^{1 / 2} \tag{3.8}
\end{align*}
$$

We are now in a position to derive the general Gaunt formula

$$
\begin{align*}
& \left|\begin{array}{c}
p_{1} q_{1} \\
S_{1} T_{1} ; M_{1} N_{1}
\end{array}\right\rangle\left|\begin{array}{c}
p_{2} q_{2} \\
S_{2} T_{2} ; M_{2} N_{2}
\end{array}\right\rangle \\
& =\sum_{S T}\left|\begin{array}{c}
p q \\
S T ; M N
\end{array}\right\rangle\left\langle\begin{array}{c|c}
S_{1} S_{2} & S \\
M_{1} M_{2} & M
\end{array}\right\rangle\left\langle\begin{array}{c|c}
T_{1} T_{2} & T \\
N_{1} N_{2} & T \\
N
\end{array}\right\rangle \\
& \times\left\{\begin{array}{c|c|c}
p_{1} q_{1} & p_{2} q_{2} & p q \\
S_{1} T_{1} & S_{2} T_{2} & S T
\end{array}\right\}+\text { unwanted }, \tag{3.9}
\end{align*}
$$

where $p=p_{1}+p_{2}, q=q_{1}+q_{2}$. The general $O(5)$ state can be cast in the form

$$
\left|\begin{array}{c}
p q  \tag{3.10a}\\
S T ; M N
\end{array}\right\rangle=\left|\begin{array}{cc}
p q & S^{\prime} \\
S T & \frac{S^{\prime \prime}}{N}
\end{array}\right\rangle A_{S T}^{\prime p q}+\text { unwanted, }
$$

where [see (4.7) of Ref. 15]

$$
\begin{equation*}
A^{\prime}{ }_{S T}^{\prime \rho_{Q}}=\left[A_{S T}\left(\underline{S}^{\prime} \underline{S}^{\prime \prime}\right)\right]^{-1}, \tag{3.10b}
\end{equation*}
$$

$\left|\begin{array}{ll}p q & S^{\prime} S^{\prime \prime} \\ S T & \bar{M}\end{array}\right\rangle$

and $\underline{S}^{\prime}=\frac{1}{2}\left(\frac{1}{2} p+S-T\right), \underline{S^{\prime \prime}}=\frac{1}{2}\left(S+T-\frac{1}{2} p\right), \underline{T}^{\prime}=\frac{1}{2} p-\underline{S}^{\prime}$,

$$
\begin{equation*}
M^{\prime \prime}=M-M^{\prime}, \quad N^{\prime \prime}=N-N^{\prime} \tag{3.10d}
\end{equation*}
$$

The justification of (3.10) is similar to that of (3.6a).

To evaluate the Gaunt coefficient in (3.9), take the scalar product of both sides with $\left|{ }_{S T ; M N}^{b}\right\rangle$. In evaluating the scalar product on the left-hand side, use (3.10) for the states on the right side of the scalar product, (4.1) of Ref. 15 for the state on the left. The result is
$\left\{\begin{array}{l|l|l}p_{1} q_{1} & p_{2} q_{2} & p q \\ S_{1} T_{1} & S_{2} T_{2} & \text { ST }\end{array}\right\}$

$$
={A^{\prime}}_{S_{1} T_{1}}^{p_{1} q_{1}} A_{S_{2}}^{p_{2} T_{2} q_{2}}\left\{\begin{array}{cc|c}
p_{2} O & \underline{S}_{1} \underline{T}_{1}^{\prime} & \underline{S}_{2}^{\prime} \underline{S_{2}^{\prime}} \\
S_{2}^{\prime} & p O \\
S^{\prime} T^{\prime}
\end{array}\right\}
$$

$\times\left[\left(2 S^{\prime}+1\right)\left(2 S_{1}+1\right)\left(2 S_{2}+1\right)\left(2 T^{\prime}+1\right)\left(2 T_{1}+1\right)\left(2 T_{2}+1\right)\right]^{1 / 2}$

$$
\begin{align*}
& \times \sum_{S^{\prime \prime}}\left(2 S^{\prime \prime}+1\right)\left\{\begin{array}{ll|l}
O q_{1} & O q_{2} & O q \\
\underline{S}_{1}^{\prime \prime} \underline{S}_{1}^{\prime \prime} & \underline{S}_{2}^{\prime \prime} \underline{S}_{2}^{\prime \prime} & S^{\prime \prime} \\
S^{\prime \prime}
\end{array}\right\} \\
& \times A_{S T}\left(S^{\prime}, S^{\prime \prime}\right)\left\{\begin{array}{lll}
\underline{S}_{1}^{\prime} & \underline{S}_{2}^{\prime} & S^{\prime} \\
\underline{S}_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S^{\prime \prime} \\
S_{1} & S_{2} & S
\end{array}\right\}\left\{\begin{array}{lll}
\underline{T}_{1}^{\prime} & \underline{T}_{2}^{\prime} & T^{\prime} \\
T_{1}^{\prime \prime} & T_{2}^{\prime \prime} & S^{\prime \prime} \\
T_{1} & T_{2} & T
\end{array}\right\} . \tag{3.11}
\end{align*}
$$

The $9 j$ symbols are stretched in their first and second columns and their first rows, and contain one sum each. ${ }^{17}$ Thus the Gaunt coefficient (3.11) contains three sums.

Special cases of (3.11) needed later follow:

$$
\begin{align*}
& \left\{\begin{array}{ll|l}
p_{1} q_{1} & p_{2} O & p q_{1} \\
S_{1} T_{1} & ; & S_{2} T_{2} \\
S T
\end{array}\right\} \\
& \quad=(-1)^{p}\left[\left(2 S^{\prime}+1\right)\left(2 S_{1}+1\right)\left(2 T^{\prime}+1\right)\left(2 T_{1}+1\right)\right]^{1 / 2} A^{\prime} s_{1} s_{1} T_{1} \\
& \quad \times\left\{\begin{array}{lll}
S_{1} & S_{2} & S \\
S^{\prime} & \underline{S}_{1}^{\prime \prime} & S_{1}^{\prime}
\end{array}\right\}\left\{\begin{array}{ccc}
T_{1} & T_{2} & T \\
T^{\prime} & T_{1}^{\prime \prime} & T_{1}^{\prime}
\end{array}\right\}\left\{\begin{array}{cc|c}
p_{1} O & p_{2} O & p O \\
\underline{S}_{1}^{\prime} \underline{T}_{1}^{\prime} & S_{2} T_{2} & S^{\prime} T^{\prime}
\end{array}\right\}, \tag{3.12}
\end{align*}
$$

where $p=p_{1}+p_{2}, S^{\prime}=\underline{S}_{1}^{\prime}+S_{2}$. (3.12) involves no sum.

$$
\begin{align*}
& \left\{\begin{array}{ll|l}
p_{1} q_{1} & O q_{2} & p_{1} q \\
S_{1} T_{1} & S_{2} T_{2} & S T
\end{array}\right\} \\
& =(-1)^{S+S_{1}+S_{2}+T+T_{1}+T_{2}} \quad\left[\left(2 S_{1}+1\right)\left(2 T_{1}+1\right)\right]^{1 / 2} A^{\prime} S_{1}^{1} T_{1} T_{1} \\
& \times \sum_{S^{\prime \prime}}\left(2 S^{\prime \prime}+1\right) A_{S T}\left(\underline{S}_{1}^{\prime} S^{\prime \prime}\right)\left\{\begin{array}{lll}
S_{1} & S_{2} & S \\
S^{\prime \prime} & \underline{S}_{1}^{\prime} & \underline{S}_{1}^{\prime \prime}
\end{array}\right\} \\
& \times\left\{\begin{array}{ccc}
T_{1} & T_{2} & T \\
T^{\prime \prime} & \underline{T}_{1}^{\prime} & \underline{T}_{1}^{\prime \prime}
\end{array}\right\}\left\{\begin{array}{cc}
O & q_{1}
\end{array} ; \begin{array}{cc|cc}
O & q_{2} & O & q \\
\underline{S}_{1}^{\prime \prime} & \underline{S}_{1}^{\prime \prime} & S_{2} & S_{2} \\
S^{\prime \prime} & S^{\prime \prime}
\end{array}\right\}, \tag{3.13}
\end{align*}
$$

where $q=q_{1}+q_{2}$. (3.13) involves one sum:

$$
\left\{\begin{array}{cc|c}
p o  \tag{3.14}\\
S^{\prime} T^{\prime}
\end{array} ; \begin{array}{c|c}
O q & S^{\prime \prime} T^{\prime \prime} \\
S & T
\end{array}\right\}=A_{S T}\left(S^{\prime} S^{\prime \prime}\right)
$$

## 4. SOME SPECIAL WIGNER COEFFICIENTS

We fix the phase and normalization of the van der Waerden invariant (2.2) by writing explicit expressions for the elementary scalars:

$$
\begin{align*}
& A_{i}= \alpha_{j} \beta_{k}-\beta_{j} \alpha_{k}+\gamma_{j} \delta_{k}-\delta_{j} \gamma_{k} \\
& B_{i}= \eta_{j} \zeta_{k}+\zeta_{j} \eta_{k}-\theta_{j} \xi_{k}-\xi_{j} \theta_{k}+\lambda_{j} \lambda_{k} \\
& C_{i}=\left(\alpha_{j} \beta_{k}-\beta_{j} \alpha_{k}+\delta_{j} \gamma_{k}-\gamma_{j} \delta_{k}\right) \lambda_{i} \\
&+\sqrt{2}\left(\delta_{j} \beta_{k}-\beta_{j} \delta_{k} \eta_{i}\right. \\
&+\sqrt{2}\left(-\gamma_{j} \beta_{k}+\beta_{j} \gamma_{k}\right) \theta_{i}+\sqrt{2}\left(-\delta_{j} \alpha_{k}+\alpha_{j} \delta_{k}\right) \xi_{i} \\
&+\sqrt{2}\left(\gamma_{j} \alpha_{k}-\alpha_{j} \gamma_{k}\right) \zeta_{i}  \tag{4.1}\\
& D_{i}=\left(\eta_{j} \theta_{k}-\theta_{j} \eta_{k}\right) \beta_{i}^{2} \\
&-\left(\xi_{j} \theta_{k}-\theta_{j} \xi_{k}+\eta_{j} \zeta_{k}-\zeta_{j} \eta_{k}\right) \alpha_{i} \beta_{i} \\
&+\left(\xi_{j} \zeta_{k}-\zeta_{j} \xi_{k}\right) \alpha_{i}^{2}+\left(\eta_{j} \xi_{k}-\xi_{j} \eta_{k}\right) \delta_{i}^{2} \\
&+\left(\theta_{j} \zeta_{k}-\zeta_{j} \theta_{k}\right) \gamma_{i}^{2} \\
&-\left(\theta_{j} \xi_{k}-\xi_{j} \theta_{k}+\eta_{j} \zeta_{k}-\zeta_{j} \eta_{k}\right) \gamma_{i} \delta_{i} \\
&+\sqrt{2}\left(\eta_{j} \lambda_{k}-\lambda_{j} \eta_{k}\right) \beta_{i} \delta_{i} \\
&-\sqrt{2}\left(\theta_{j} \lambda_{k}-\lambda_{j} \theta_{k}\right) \beta_{i} \gamma_{i}-\sqrt{2}\left(\xi_{j} \lambda_{k}-\lambda_{j} \xi_{k}\right) \alpha_{i} \delta_{i} \\
&+\sqrt{2}\left(\zeta_{j} \lambda_{k}-\lambda_{j} \zeta_{k}\right) \alpha_{i} \gamma_{i} .
\end{align*}
$$

The van der Waerden invariant may be expanded as a linear combination of products of states in the 1-, 2-, and 3 -variables:

$$
\begin{align*}
& S_{c d}=\sum_{\substack{S_{1} S_{2} S_{3} \\
T_{1} T_{2} T_{3}}} \sum_{\substack{M_{1} M_{2} \\
N_{1} N_{2}}}\left|\begin{array}{c}
p_{1} q_{1} ; M_{1} N_{1}
\end{array}\right\rangle_{1} \\
& \times\left|\begin{array}{c}
p_{2} q_{2} \\
S_{2} T_{2} ; M_{2} N_{2}
\end{array}\right\rangle_{2}\left|\begin{array}{c}
p_{3} q_{3} \\
S_{3} T_{3} ; M_{3} N_{3}
\end{array}\right\rangle_{3}\left(\begin{array}{ccc}
S_{1} & S_{2} & S_{3} \\
M_{1} & M_{2} & M_{3}
\end{array}\right) \\
& \times\left(\begin{array}{lll}
T_{1} & T_{2} & T_{3} \\
N_{1} & N_{2} & N_{3}
\end{array}\right)\left(\begin{array}{c}
p_{1} q_{1} \\
S_{1} T_{1}
\end{array} ; \begin{array}{l}
p_{2} q_{2} \\
S_{2} T_{2}
\end{array} ; \begin{array}{l}
p_{3} q_{3} \\
S_{3} T_{3}
\end{array}\right)_{c d} . \tag{4.2}
\end{align*}
$$

The Wigner coefficient is just the coefficient in this expansion; by the Wigner-Eckart theorem it factors into a product of two $S U(2)$ Wigner coefficients and the reduced $O(5)$ Wigner coefficient

$$
\left(\begin{array}{l}
p_{1} q_{1} \\
S_{1} T_{1}
\end{array} p_{2} q_{2} S_{2} T_{2} ; p_{3} q_{3} S_{3} T_{3}\right)_{c d}
$$

In this section we calculate the special reduced Wigner coefficients arising from the special van der Waerden invariants $C_{1}^{c}, D_{2}^{d}, A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$, and $B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}}$; they are needed later as components of the general $O(5)$ Wigner coefficient. These special invariants involve no external multiplicity and are readily normalized. The Wigner coefficients we derive are the unnormalized ones; in each case the normalization constant is given separately. The invariant $P C_{1}^{c}$ can be written

$$
\begin{align*}
& P C_{1}^{c}=\frac{1}{N_{c}}\left(\frac{6}{(c+1)(c+2)(c+3)}\right)^{1 / 2} \\
& \times \sum_{S_{1} H_{1} N_{1}}\left|\begin{array}{c}
O c \\
\left.S_{1} S_{1} ; M_{1} N_{1}\right\rangle_{1}
\end{array}\right| \begin{array}{c}
O c \\
\left.S_{1} S_{1} ;-M_{1},-N_{1}\right\rangle_{23}(-1)^{M_{1}-N_{1}}
\end{array} \tag{4.3}
\end{align*}
$$

where

$$
\left\lvert\, \begin{gathered}
O c \\
\left.S_{1} S_{1} ;-M_{1},-N_{1}\right\rangle_{23}
\end{gathered}\right.
$$

is a composite state formed from two IR's of type ( $c O$ ) in the 2- and 3-variables. $N_{c}$ is the normalization factor for the invariant. Such states can be constructed by methods similar to those of Ref. 15; the result, in an obvious notation, is

$$
\begin{align*}
\left|\begin{array}{c}
O c \\
S S ; M N
\end{array}\right\rangle_{23}= & (c+1)!\left(\frac{(c-2 S)!(c+2 S+2)!}{(2 S+1)(2 c+2)!}\right)^{1 / 2} \\
& \times \sum_{S_{2} S_{3}}\left|\left(\begin{array}{cr}
c O & c O \\
S_{2} T_{2} & S_{3} T_{3}
\end{array}\right)_{M N}^{S S}\right\rangle_{23} \\
& \times(-1)^{2 T_{3}}\left[\left(S_{2}+S_{3}-S\right)!\left(S+S_{2}+S_{3}+1\right)!\right. \\
& \left.\times\left(T_{2}+T_{3}-S\right)!\left(S+T_{2}+T_{3}+1\right)!\right]^{-1 / 2} \tag{4.4}
\end{align*}
$$

Substitution of (4.4) into (4.3) gives the special reduced Wigner coefficient:

$$
\begin{align*}
&\left(\begin{array}{ccc}
O c & c O \\
S_{1} S_{1} & ; & c O \\
S_{2} S_{2} & ; \\
S_{3} T_{3}
\end{array}\right) \\
&=(-1)^{2 T_{2}} c!\left(\frac{2^{c}\left(2 S_{1}+1\right)\{(c+1)!\}^{3}\left(c-2 S_{1}\right)!}{(2 c+2)!\left(S_{2}+S_{3}-S_{1}\right)!}\right)^{1 / 2} \\
& \times\left(\frac{\left(c+2 S_{1}+2\right)!}{\left(S_{1}+S_{2}+S_{3}+1\right)!\left(T_{2}+T_{3}-T_{1}\right)!\left(T_{1}+T_{2}+T_{3}+1\right)!}\right)^{1 / 2} \tag{4.5}
\end{align*}
$$

and the normalization factor in Eq. (4.3)

$$
\begin{equation*}
N_{c}=\sqrt{3}\left[c!(c+1)!(c+2)!(2 c+3) 2^{c-1}\right]^{-1 / 2} \tag{4.6}
\end{equation*}
$$

The invariant $P D_{2}^{d}$ can be written.

$$
\begin{align*}
& P D_{2}^{d}=\frac{1}{N_{d}}\left(\frac{3}{(d+1)(2 d+1)(2 d+3)}\right)^{1 / 2} \\
& \times \sum_{S_{2} M_{2} N_{2}}\left|\begin{array}{cc}
2 d & O \\
S_{2} T_{2} ; M_{2} N_{2}
\end{array}\right\rangle_{2}\left|\begin{array}{cc}
2 d & O \\
S_{2} T_{2} ;-M_{2},-N_{2}
\end{array}\right\rangle_{32}(-1)^{M_{2}+N_{2}} \tag{4.7}
\end{align*}
$$

where $\left.\left.\right|_{S_{2} T_{2} ;-M_{2},-N_{2}} ^{2_{2}}\right\rangle_{31}$ is a composite state formed from two IR's of type ( $O d$ ) in the 3- and 1 -variables. Again such states can be constructed by the methods of Ref. 15 with the result

$$
\begin{align*}
\left|\begin{array}{cc}
2 d & O \\
S T & M N
\end{array}\right\rangle_{31} & =\left(\frac{4(2 d+1)(2 d+1)!}{d!(d+1)!(2 S+1)(2 T+1)}\right)^{1 / 2} \\
& \times \sum_{S_{3} S_{1}}\left|\left(\begin{array}{cc}
O d & O d \\
S_{3} S_{3} & S_{1} S_{1}
\end{array}\right) \begin{array}{c}
M N
\end{array}\right\rangle_{31} \\
& \times(-1)^{d-2 S_{3}}\left(\frac{\left(2 S_{3}+1\right)\left(2 S_{1}+1\right)\left(S+S_{3}-S_{1}\right)!}{\left(S_{3}+S_{1}-S\right)!\left(S_{3}+S_{1}-T\right)!}\right. \\
& \left.\times \frac{\left(S+S_{1}-S_{3}\right)!\left(S+S_{3}+S_{1}+1\right)!}{\left(d-2 S_{3}\right)!\left(d+2 S_{3}+2\right)!\left(d-2 S_{1}\right)!}\right)^{1 / 2} \\
& \times\left(\frac{\left(T+S_{1}-S_{3}\right)!\left(T+S_{3}-S_{1}\right)!\left(T+S_{3}+S_{1}+1\right)!}{\left(d+2 S_{1}+2\right)!}\right)^{1 / 2} \tag{4.8}
\end{align*}
$$

Substitution of (4.8) into (4.7) gives the special reduced Wigner coefficient.

$$
\begin{align*}
&\left(\begin{array}{cl}
O d & 2 d O \\
S_{1} T_{1} & ; \\
S_{2} T_{2} ; S_{3} T_{3}
\end{array}\right)=(-1)^{2 S_{1}} 2(2 d+1)! \\
& \times\left(\frac{\left(2 S_{1}+1\right)\left(2 S_{3}+1\right)\left(S_{2}+S_{3}-S_{1}\right)!}{\left(S_{3}+S_{1}-S_{2}\right)!\left(T_{3}+T_{1}-T_{2}\right)!}\right)^{1 / 2} \\
& \times\left(\frac{\left(S_{2}+S_{1}-S_{3}\right)!\left(S_{1}+S_{2}+S_{3}+1\right)!}{\left(d-2 S_{3}\right)!\left(d+2 S_{3}+2\right)!}\right. \\
&\left.\times \frac{\left(T_{2}+T_{3}-T_{1}\right)!\left(T_{2}+T_{1}-T_{3}\right)!\left(T_{1}+T_{2}+T_{3}+1\right)!}{\left(d-2 S_{1}\right)!\left(d+2 S_{1}+2\right)!}\right)^{1 / 2} \tag{4.9}
\end{align*}
$$

and the normalization factor in (4.7)

$$
N_{d}=\sqrt{6}[d!(d+1)!(2 d+3)!]^{-1 / 2}
$$

Next consider the invariant $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$. The norm of $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$ is $\left(a_{1}+a_{2}+1\right)\left(a_{1}+a_{2}+2\right)\left(a_{1}+a_{2}+3\right) / 6$ times the norm of the term containing $\alpha_{3}^{a_{1}+a_{2}}$. That term is $\alpha_{3}^{a_{1}+a_{2}}\left|a_{3}\right\rangle$, where $\left|a_{3}\right\rangle=\beta_{2}^{a_{1}} \beta_{1}^{a_{2}} A_{3}^{a_{3}}$. The norm of $\left|a_{3}\right\rangle$ is found from the equation

$$
\begin{equation*}
\left\langle a_{3}+1\right| A_{3}\left|a_{3}\right\rangle=\left\langle a_{3}\right| A_{3}^{+}\left|a_{3}+1\right\rangle ; \tag{4.10}
\end{equation*}
$$

$A_{3}^{+}$is just $A_{3}$ with variables replaced by differentiations. The resulting normalization factor for $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$ is

$$
\begin{equation*}
N_{a}=\sqrt{6}\left[a_{1}!a_{2}!a_{3}!\left(a_{1}+a_{2}+a_{3}+3\right)!\right]^{-1 / 2} \tag{4.11}
\end{equation*}
$$

To expand $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$, break each $A$ into its $S-$ spin and $T$-spin parts and make a binomial expansion; the $S$-factor and $T$-factor each form an $S U(2)$ van der Waerden invariant. Expanding these and using (3.2) of Ref. 15, we find the special reduced coefficient

$$
\begin{align*}
& \left(\begin{array}{l}
p_{1} O \\
S_{1} T_{1} ;
\end{array} p_{2} O\right. \\
& \left.S_{2} T_{2} ; \begin{array}{l}
p_{3} O \\
S_{3} T_{3}
\end{array}\right) \\
& \quad=\left(\frac{\left(S_{1}+S_{2}+S_{3}+1\right)!}{\left(S_{2}+S_{3}-S_{1}\right)!\left(S_{3}+S_{1}-S_{2}\right)!\left(S_{1}+S_{2}-S_{3}\right)!}\right. \\
& \left.\quad \times \frac{\left(T_{1}+T_{2}+T_{3}+1\right)!}{\left(T_{2}+T_{3}-T_{1}\right)!\left(T_{3}+T_{1}-T_{2}\right)!\left(T_{1}+T_{2}-T_{3}\right)!}\right)^{1 / 2}  \tag{4.12}\\
& \quad \times\left[\frac{1}{2}\left(p_{2}+p_{3}-p_{1}\right)\right]!\left[\frac{1}{2}\left(p_{3}+p_{1}-p_{2}\right)\right]!\left[\frac{1}{2}\left(p_{1}+p_{2}-p_{3}\right)\right]!
\end{align*}
$$

where $p_{1}=a_{2}+a_{3}$, etc.
Finally consider the invariant $P B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}}$. Its normalization constant is evaluated by methods similar to those used in normalizing $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$. The result is

$$
\begin{align*}
N_{b}= & \left(\frac{6\left(2 b_{1}+2 b_{2}+1\right)!!\left(2 b_{1}+2 b_{3}+1\right)!!}{b_{1}!b_{2}!b_{3}!\left(2 b_{1}+1\right)!!\left(2 b_{2}+1\right)!!\left(2 b_{3}+1\right)!!}\right. \\
& \left.\times \frac{\left(2 b_{2}+2 b_{3}+1\right)!!}{\left(b_{1}+b_{2}+b_{3}+2\right)!\left(2 b_{1}+2 b_{2}+2 b_{3}+3\right)!!}\right)^{1 / 2} \tag{4.13}
\end{align*}
$$

$P B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}}$ is expanded by first expanding the individual factors according to

$$
P B_{3}^{b_{3}}=b_{3}!\sum_{S M N}\left|\begin{array}{cc}
O & b_{3}  \tag{4.14}\\
S S ; M N
\end{array}\right\rangle_{1}\left|\begin{array}{cc}
0 & b_{3} \\
S S ;-M-N
\end{array}\right\rangle_{2}(-1)^{M-N}
$$

and then combining the states with the help of the Gaunt
formula (3.7). The special reduced Wigner coefficient turns out to be

$$
\begin{align*}
& \left(\begin{array}{ll}
O q_{1} \\
S_{1} S_{1}
\end{array} ; \begin{array}{l}
O q_{2} \\
S_{2} S_{2}
\end{array} ; \begin{array}{l}
O q_{3} \\
S_{3} S_{3}
\end{array}\right) \\
& =(-1)^{S_{1}+S_{2}+S_{3}}\left(q_{2}+q_{3}-q_{1}+1\right)!\left(q_{3}+q_{1}-q_{2}+1\right)!\left(q_{1}\right. \\
& \left.+q_{2}-q_{3}+1\right)! \\
& \times\left(\frac{8\left(2 S_{1}+1\right)\left(2 S_{2}+1\right)\left(2 S_{3}+1\right) q_{1}!q_{2}!q_{3}!}{\left(2 q_{1}+1\right)!\left(2 q_{2}+1\right)!}\right. \\
& \left.\times \frac{\left(q_{1}-2 S_{1}\right)!\left(q_{2}-2 S_{2}\right)!\left(q_{3}-2 S_{3}\right)!}{\left(2 q_{3}+1\right)!}\right)^{1 / 2} \\
& \times\left[\left(q_{1}+2 S_{1}+2\right)!\left(q_{2}+2 S_{2}+2\right)!\left(q_{3}+2 S_{3}+2\right)!\right]^{1 / 2} \\
& \times \sum_{S_{1}} \sum_{2}^{\prime S_{3}^{\prime}}(-1)^{2\left(S_{1}^{\prime}+S_{2}^{\prime}+S_{3}^{\prime}\right)} \\
& \times \frac{\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}^{\prime}+1\right)\left(2 S_{3}^{\prime}+1\right)}{\left[\frac{1}{2}\left(q_{2}+q_{3}-q_{1}\right)-2 S_{1}^{\prime}\right]!\left[\frac{1}{2}\left(q_{3}+q_{1}-q_{2}\right)-2 S_{2}^{\prime}\right]!} \\
& \times \frac{\left\{\begin{array}{lll}
S_{1} & S_{2} & S_{3} \\
S_{1}^{\prime} & S_{2}^{\prime} & S_{3}^{\prime}
\end{array}\right\}^{2}}{\left[\frac{1}{2}\left(q_{1}+q_{2}-q_{3}\right)-2 S_{3}^{\prime}\right]!} \\
& \times\left\{[ \frac { 1 } { 2 } ( q _ { 2 } + q _ { 3 } - q _ { 1 } ) + 2 S _ { 1 } ^ { \prime } + 2 \} ! \left[\frac{1}{2}\left(q_{3}+q_{1}-q_{2}+2 S_{2}^{\prime}+2\right]!\right.\right. \\
& \left.\times\left[\frac{1}{2}\left(q_{1}+q_{2}-q_{3}\right)+2 S_{3}^{\prime}+2\right]!\right\}^{-1} . \tag{4.15}
\end{align*}
$$

Formula (4.15) contains four sums. The special Wigner coefficients found earlier in this section contain no sums.

## 5. GENERAL WIGNER COEFFICIENT

To expand the general van der Waerden invariant (2.2), one first expands the separate factors $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$, $B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}}, C_{1}^{c}, D_{2}^{d}$ using the formulas of Sec. 4, then combines the different factors involving the 1-, 2-, 3variables respectively with the help of the formulas of Sec. 3. The order in which the factors are combined affects the form but not the numerical value of the final result. We first combined $A_{1}^{a_{1}} A_{2}^{a_{2}} A_{3}^{a_{3}}$ with $C_{1}^{c}$ and $B_{1}^{b_{1}} B_{2}^{b_{2}} B_{3}^{b_{3}}$ with $D_{2}^{d}$, then combined the results to arrive at a final formula:

$$
\begin{aligned}
& \left(\begin{array}{ll}
p_{1} q_{1} \\
S_{1} T_{1}
\end{array} ; \begin{array}{l}
p_{2} q_{2} \\
S_{2} T_{2}
\end{array} ; \begin{array}{l}
p_{3} q_{3} \\
S_{3} T_{3}
\end{array}\right)_{c d} \\
& =\sum_{S T}\left\{\begin{array}{lc|c}
p_{1} O \\
S_{1}^{\prime} T_{1}^{\prime}
\end{array} ; \begin{array}{c}
O c \\
S_{1}^{\prime \prime} T_{1}^{\prime \prime}
\end{array} \left\lvert\, \begin{array}{c}
{\underset{S}{1}}_{1} \\
\tilde{S}_{1} \\
\tilde{T}_{1}
\end{array}\right.\right\}\left\{\begin{array}{cc|c}
p_{2}-c-2 d O & c O & p_{2}-2 d O \\
S_{2}^{\prime} T_{2}^{\prime} & ; S_{2}^{\prime \prime} T_{2}^{\prime \prime} & \widetilde{S}_{2} \widetilde{T}_{2}
\end{array}\right\} \\
& \times\left\{\begin{array}{ccc|cc}
p_{3}-c & O & c & O & p_{3} \\
S_{3}^{\prime} T_{3}^{\prime \prime} & & S_{3}^{\prime \prime} & T_{3}^{\prime \prime} & {\underset{S}{3}}^{T_{3}}
\end{array}\right\} \\
& \times\left\{\begin{array}{cc|c}
O q_{1}-c-d \\
S_{1}^{*} T_{1}^{*} & ; S_{1}^{* *} T_{1}^{* *} & O q_{1}-c \\
\bar{S}_{1} \bar{T}_{1}
\end{array}\right\}\left\{\begin{array}{cc}
O q_{2} & 2 d O \\
S_{2}^{*} T_{2}^{*} ; S_{2}^{* *} T_{2}^{* *} & 2 d q_{2} \\
\bar{S}_{2} & \bar{T}_{2}
\end{array}\right\} \\
& \times\left\{\begin{array}{cc|c}
O q_{3}-d & O d & O q_{3} \\
S_{3}^{*} T_{3}^{*} & ; S_{3}^{* *} T_{3}^{* *} & \bar{S}_{3} \bar{T}_{3}
\end{array}\right\}\left\{\begin{array}{cc|c}
p_{1} c & O q_{1}-c & p_{1} q_{1} \\
\bar{S}_{1} \tilde{T}_{1} & S_{1} \bar{T}_{1} & S_{1} T_{1}
\end{array}\right\} \\
& \times\left\{\left.\begin{array}{c|c}
p_{2}-2 d O \\
\widetilde{S}_{2} \widetilde{T}_{2} & ; \bar{S}_{2} \\
\underline{T}_{2} & \underline{q}_{2}
\end{array} \right\rvert\, \begin{array}{c}
p_{2} q_{2} \\
S_{2} T_{2}
\end{array}\right\}\left\{\begin{array}{c|c}
p_{3} O \\
\widetilde{S}_{3} \widetilde{T}_{3}
\end{array} ; \frac{O q_{3}}{\mathcal{S}_{3}} \bar{T}_{3} \left\lvert\, \begin{array}{l}
p_{3} q_{3} \\
S_{3} T_{3}
\end{array}\right.\right\}
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\begin{array}{cc}
O d & 2 d O \\
S_{1}^{* *} T_{1}^{* *} ; & O d \\
S_{2}^{* *} T_{2}^{* *} ; & S_{3}^{* *} T_{3}^{* *}
\end{array}\right)\left[\left(2 \widetilde{S}_{1}+1\right)\left(2 \widetilde{S}_{2}+1\right)\right]^{1 / 2} \\
& \times\left[\left(2 \widetilde{S}_{3}+1\right)\left(2 \bar{S}_{1}+1\right)\left(2 \bar{S}_{2}+1\right)\left(2 \bar{S}_{3}+1\right)\left(2 S_{1}+1\right)\right. \\
& \left.\times\left(2 S_{2}+1\right)\left(2 S_{3}+1\right)\left(2 \widetilde{T}_{1}+1\right)\left(2 \tilde{T}_{2}+1\right)\left(2 \widetilde{T}_{3}+1\right)\right]^{1 / 2} \\
& \times\left[\left(2 \bar{T}_{1}+1\right)\left(2 \bar{T}_{2}+1\right)\left(2 \bar{T}_{3}+1\right)\left(2 T_{1}+1\right)\left(2 T_{2}+1\right)\left(2 T_{3}+1\right)\right]^{1 / 2} \\
& \times\left\{\begin{array}{lll}
S_{1}^{\prime \prime} & S_{2}^{\prime \prime} & S_{3}^{\prime \prime} \\
S_{1}^{\prime} & S_{2}^{\prime} & S_{3}^{\prime} \\
\tilde{S}_{1} & \tilde{S}_{2} & \tilde{S}_{3}
\end{array}\right\}\left\{\begin{array}{lll}
S_{1}^{* *} & S_{2}^{* *} & S_{3}^{* *} \\
S_{1}^{*} & S_{2}^{*} & S_{3}^{*} \\
\overline{S_{1}} & \bar{S}_{2} & \bar{S}_{3}
\end{array}\right\} \\
& \times\left\{\begin{array}{lll}
\bar{S}_{1} & \bar{S}_{2} & \bar{S}_{3} \\
\tilde{S}_{1} & \tilde{S}_{2} & \tilde{S}_{3} \\
S_{1} & S_{2} & S_{3}
\end{array}\right\} \\
& \times\left\{\begin{array}{lll}
T_{1}^{\prime \prime} & T_{2}^{\prime \prime} & T_{3}^{\prime \prime} \\
T_{1}^{\prime} & T_{2}^{\prime} & T_{3}^{\prime} \\
\tilde{T}_{1} & \tilde{T}_{2} & \tilde{T}_{3}
\end{array}\right\}\left\{\begin{array}{ccc}
T_{1}^{* *} & T_{2}^{* *} & T_{3}^{* *} \\
T_{1}^{*} & T_{2}^{*} & T_{3}^{*} \\
\bar{T}_{1} & \bar{T}_{2} & \bar{T}_{3}
\end{array}\right\} \\
& \times\left\{\begin{array}{lll}
\bar{T}_{1} & \bar{T}_{2} & \bar{T}_{3} \\
\tilde{T}_{1} & \tilde{T}_{2} & \tilde{T}_{3} \\
T_{1} & T_{2} & T_{3}
\end{array}\right\} \tag{5.1}
\end{align*}
$$

The sum in Eq. (5.1) is over the variables $S_{1}^{\prime}, S_{1}^{\prime \prime}, \tilde{S}_{1}, S_{2}^{\prime}, \bar{S}_{3}, S_{2}^{\prime \prime}, S_{3}^{\prime}, S_{3}^{\prime \prime}, S_{1}^{*}, S_{1}^{* *}, \bar{S}_{1}, S_{2}^{*}, S_{2}^{* *}, \bar{S}_{2}, S_{3}^{*}, S_{3}^{* *}, \widetilde{T}_{1}$, ' $\bar{T}_{2}$. The other $S$ 's and $T$ 's are not independent:

$$
\begin{aligned}
& S_{2}=S_{2}^{\prime}+S_{2}^{\prime \prime}, \quad \tilde{S}_{3}=S_{3}^{\prime}+S_{3}^{\prime \prime}, \quad T_{1}^{\prime}=\frac{1}{2}\left(a_{2}+a_{3}\right)-S_{1}^{\prime}, \\
& T_{1}^{\prime \prime}=S_{1}^{\prime \prime}, \quad T_{2}^{\prime}=\frac{1}{2}\left(a_{3}+a_{1}\right)-S_{2}^{\prime}, \quad T_{2}^{\prime \prime}=\frac{1}{2} c-S_{2}^{\prime \prime}, \\
& \widetilde{T}_{2}=T_{2}^{\prime}+T_{2}^{\prime \prime}, \quad T_{3}^{\prime}=\frac{1}{2}\left(a_{1}+a_{2}\right)-S_{3}^{\prime}, \quad T_{3}^{\prime \prime}=\frac{1}{2} c-S_{3}^{\prime \prime}, \quad \widetilde{T}_{3} \\
&=T_{3}^{\prime}+T_{3}^{\prime \prime}, \\
& T_{1}^{*}=S_{1}^{*}, \quad T_{1}^{* *}=S_{1}^{* *}, \quad \bar{T}_{1}=\bar{S}_{1}, \quad T_{2}^{*}=S_{2}^{*}, \\
& T_{2}^{* *}=d-S_{2}^{* *}, \quad T_{3}^{*}=S_{3}^{*}, \quad T_{3}^{* *}=S_{3}^{* *}, \quad \bar{T}_{3}=\bar{S}_{3} .
\end{aligned}
$$

There are 18 explicit summations in Eq. (5.1) and 23 more in the various $9 j$ symbols, Gaunt coefficients, and special reduced Wigner coefficients.

The metric matrix for the unnormalized van der Waerden invariant is discussed in an appendix.

The method of van der Waerden invariants is a powerful technique for obtaining expressions for the Wigner coefficients or Clebsch-Gordan coefficients of low order compact groups commonly utilized in physics. We plan to use the van der Waerden invariant of this paper to evaluate certain classes of Wigner coefficients for the noncanonical chains $O(5) \supset S U(2) \times U(1)$ and $O(5) \supset S U(2)$.

## APPENDIX

Two van der Waerden invariants with the same $p$ 's and $q$ 's but different $c_{i} d_{j}$ are in general not orthogonal. We indicate here how the metric matrix (overlaps) may be calculated. Isolating the $S_{3} T_{3}$ multiplet which contains the heaviest state of ( $p_{3} q_{3}$ ), we may write

$$
\left.\left.\begin{array}{rl}
S_{c d}= & \sum_{S_{1} T_{1}} \sum_{M_{1} N_{1}} S_{2} T_{2} \\
M_{2} N_{2}
\end{array}\left|\begin{array}{c}
p_{1} q_{1} \\
S_{1} T_{1} ; M_{1} N_{1}
\end{array}\right\rangle, \begin{array}{c}
p_{2} q_{2} \\
S_{2} T_{2} ; M_{2} N_{2}
\end{array}\right\rangle \left\lvert\, \begin{array}{c}
p_{3} q_{3} \\
\frac{1}{2}\left(p_{3}+q_{3}\right) \frac{1}{2} q_{3} ; M_{3} N_{3}
\end{array}\right.\right) .
$$

+ contribution of other $S_{3} T_{3}$ multiplets. Since each of the $D_{3}=\left(p_{3}+1\right)\left(q_{3}+1\right)\left(p_{3}+q_{3}+2\right)\left(p_{3}+2 q_{3}+3\right) / 6$ states of ( $p_{3} q_{3}$ ) contribute equally to the metric matrix element $\left\langle S_{c^{\prime} d^{\prime}} \mid S_{c d}\right\rangle$, we may write

$$
\begin{align*}
& \left\langle S_{c^{\prime} d^{\prime}} \mid S_{c d}\right\rangle=\frac{\left(p_{3}+1\right)\left(p_{3}+q_{3}+2\right)\left(p_{3}+2 q_{3}+3\right)}{6\left(p_{3}+q_{3}+1\right)} \\
& \times \sum_{S_{1} T_{1} s_{2} r_{2}}\left(\begin{array}{c}
p_{1} q_{1} \\
S_{1} T_{1}
\end{array} ; \begin{array}{l}
p_{2} q_{2} \\
S_{2} T_{2}
\end{array} ; \begin{array}{c}
p_{3} q_{3} \\
\frac{1}{2}\left(p_{3}+q_{3}\right) \frac{1}{2} q_{3}
\end{array}\right)_{c^{\prime} d^{\prime \prime}} \\
& \times\left(\begin{array}{c}
p_{1} q_{1} \\
S_{1} T_{1}
\end{array} \sum_{p_{2} q_{2}}^{S_{2} T_{2}} ; \begin{array}{c}
p_{3} q_{3} \\
\frac{1}{2}\left(p_{3}+q_{3}\right) \frac{1}{2} q_{3}
\end{array}\right)_{c d} . \tag{A1}
\end{align*}
$$

The reduced Wigner coefficients appearing in (A1) contain the heaviest $S T$ multiplet of $\left(p_{3} q_{3}\right)$ and hence are considerably simpler than the most general ones.

If orthogonalized couplings are desired, one can, of course, use the Schmidt scheme. Alternatives are to diagonalize the metric operator (A1) or to use eigenstates of the mixed Casimir operators. ${ }^{18}$
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#### Abstract

A basis vector treatment of tensor calculus in an $N$-dimensional (pseudo-) Euclidean space is used to obtain new insights into the geometrical properties of curved Riemannian spaces of smaller dimension which are globally embedded in the $N$-space. In particular, it is shown that, in general for a globally embedded hypersurface, (i) partial derivatives of internal basis vectors with respect to internal coordinates must in general be expressed as a linear combination of external as well as internal basis vectors, (ii) there exist two different geometrical expressions, always equal in value, for the intrinsic curvature tensor, (iii) the geodesic equation contains more terms than does the usual one; the extra terms vanish for Schwarzschild metric embeddings. These points are illustrated by the example of a 2 -sphere embedded in Euclidean 3-space.


## INTRODUCTION

Very many advanced physics texts make no mention or use of basis vectors in their presentations of tensor calculus and general relativity. ${ }^{1}$ However, a great many authors have made good use of a tetrad formulation in the context of general relativity. ${ }^{2}$ Orthonormal triads of basis vectors in a Euclidean 3-space are very familiar; perhaps not quite so familiar are treatments of tensor calculus in $N$-dimensional spaces which make use of covariant basis vectors (tangent to the coordinate curves), and their duals, contravariant basis vectors (normal to surfaces of constant coordinate). ${ }^{3}$

Our main purpose in this paper is to show that such a basis vector formulation of tensor calculus provides certain new insights into the geometrical properties of curved Riemannian spaces which are globally embedded in larger pseudo-Euclidean spaces. To this end, in what follows we develop just enough of the general formalism to treat embedding; we omit the bulk of standard tensor calculus (transformation properties, covariant derivatives, etc.) which could also be derived easily by our methods. The most important point of our treatment is that the change with location in a hypersurface of the basis vectors belonging to the coordinates of the hypersurface must in general partake of basis vectors exterior to the hypersurface. This result leads to two different geometrical expressions, always equal in value, for the conventional curvature tensor in an embedded hypersurface. As an example, we evaluate the curvature tensor, using both expressions, for the surface of a sphere embedded in Euclidean 3-space; the results agree.

We also find that the equation for the geodesics in an embedded hypersurface in general contains more terms than does the usual geodesic equation. For Schwarzschild metric embeddings, ${ }^{4}$ these extra terms vanish, so that there is no contradiction of general relativity.

## FORMALISM

Consider an $N$-dimensional real coordinate manifold, and an associated pseudo-Euclidean linear vector space $P E_{N}$. Then there exist real-valued coordinates $X^{i}, i$ $=1, \ldots, N$, such that the position vector $\mathbf{x}$ and the vector separation $d x$ of infinitesimally near points may be written

$$
\begin{equation*}
\mathbf{x}=\mathbf{E}_{i} X^{i}, \quad d \mathbf{x}=\mathbf{E}_{i} d X^{i} \tag{1}
\end{equation*}
$$

where $d \mathbf{x}=0$ if and only if $d X^{i}=0$, all $i$; the $\left\{\mathbf{E}_{i}\right\}$ are
stant basis vectors for $P E_{N}$. The metric may be taken as

$$
\begin{equation*}
G_{i j} \equiv \mathbf{E}_{i} \cdot \mathbf{E}_{j}=G_{j i}=(0, i \neq j ; \pm 1, \quad i=j) \tag{2}
\end{equation*}
$$

This metric is constant, since the $E_{i}$ are. Define

$$
\begin{equation*}
\mathbf{E}^{i}=G^{i j} \mathbf{E}_{j}, \quad G^{i j} G_{j k}=\delta_{k}^{i}=\mathbf{E}^{i} \cdot \mathbf{E}_{k} \tag{3}
\end{equation*}
$$

The set $\left\{E^{i}\right\}$ is also a basis in $P E_{N}$. Define the gradient operator:

$$
\begin{equation*}
\boldsymbol{\nabla} \equiv \mathrm{E}^{i} \frac{\partial}{\partial X^{i}} . \tag{4}
\end{equation*}
$$

Consider a one-one (in general nonlinear) mapping to coordinates $x^{i}$ :

$$
\begin{equation*}
x^{i}=f^{i}\left(X^{1}, \ldots, X^{N}\right) \longrightarrow X^{i}=F^{i}\left(x^{1}, \ldots, x^{N}\right) \tag{5}
\end{equation*}
$$

Define

$$
\begin{align*}
& \mathbf{e}_{i} \equiv \partial_{i} \mathbf{x}=\frac{\partial X^{k}}{\partial x^{i}} \mathbf{E}_{k}=\text { covariant basis vector }  \tag{6}\\
& \mathbf{e}^{i} \equiv \nabla x^{i}=\frac{\partial x^{i}}{\partial X^{k}} \mathbf{E}^{k}=\text { contravariant basis vector, } \tag{7}
\end{align*}
$$

associated with the coordinates $x^{i}$. We use the notation $\partial_{i} \equiv \partial / \partial x^{i}$. The basis vector $e_{i}$ at a point is tangent at that point to the coordinate curve $x^{k}=(\text { const })^{k}$, all $k \neq i$, which passes through that point. The vector $e^{i}$ at a point is normal at that point to the hypersurface $x^{i}$ = const, which contains that point. These interpretations apply mutatis mutandis in all coordinate systems, including the reference pseudo-Euclidean system. Define the metric:

$$
\begin{equation*}
g_{i j} \equiv \mathbf{e}_{i} \cdot \mathbf{e}_{j}=g_{j i}, \quad g^{i j}=\mathrm{e}^{i} \cdot \mathrm{e}^{j}=g^{j i} \tag{8}
\end{equation*}
$$

then $g^{i j} g_{j k}=\delta_{k}^{i}=\mathbf{e}^{i} \cdot \mathbf{e}_{k}$, and $g_{i j}$ is a tensor of second rank, transforming as a product of basis vectors.

## Coordinate dependence of basis

Consider

$$
\begin{equation*}
\partial_{j} \mathbf{e}_{i}=\partial_{j}\left(\frac{\partial X^{m}}{\partial x^{i}} \mathbf{E}_{m}\right)=\frac{\partial^{2} X^{m}}{\partial x^{j} \partial x^{i}} \frac{\partial x^{q}}{\partial X^{m}} \mathbf{e}_{q} \equiv \Gamma_{j i}^{q} \mathbf{e}_{q} \tag{9}
\end{equation*}
$$

where the last equality defines $\Gamma_{j i}{ }^{q}=\Gamma_{i j}{ }^{q}$. Then

$$
\mathbf{e}_{k} \cdot \partial_{j} \mathbf{e}_{i}=g_{k q} \boldsymbol{\Gamma}_{j i}^{q} \equiv[k, j i] ; \mathbf{e}_{i} \cdot \partial_{j} \mathbf{e}_{k}=[i, j k]
$$

adding these and manipulating, we find

$$
\begin{equation*}
[i, j k]=\frac{1}{2}\left[\partial_{j} g_{k i}+\partial_{k} g_{j i}-\partial_{i} g_{j k}\right]=g_{i m} \Gamma_{j k}^{m} \tag{10}
\end{equation*}
$$

the Christoffel symbol of the first kind; then $\Gamma_{i j}{ }^{k}$ is a Christoffel symbol of the second kind, equal to the (negative of) the affine connection. ${ }^{1}$ In our treatment there is no need to consider parallel transport or arbitrarily defined affine connections.

Consider the second derivatives:

$$
\begin{align*}
& \partial_{k} \partial_{j} \mathbf{e}_{i}=\frac{\partial^{3} X^{m}}{\partial x^{k} \partial x^{j} \partial x^{i}} \mathbf{E}_{m}=\left(\partial_{k} \Gamma_{j i}^{q}+\Gamma_{i j}^{m} \Gamma_{k m}^{q}\right) \mathbf{e}_{q},  \tag{11}\\
& \partial_{j} \partial_{k} \mathbf{e}_{i}=\frac{\partial^{3} X^{m}}{\partial x^{j} \partial x^{k} \partial x^{i}} \mathbf{E}_{m}=\left(\partial_{j} \Gamma_{k i}^{q}+\Gamma_{i k}^{m} \Gamma_{j m}^{q}\right) \mathbf{e}_{q} . \tag{12}
\end{align*}
$$

These are manifestly equal, so their difference vanishes:

$$
\begin{equation*}
e^{l} \cdot \partial_{[k} \partial_{j 1} \mathbf{e}_{i}=R_{i k j}^{l}=0, \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{t k j}^{l} \equiv \partial_{l k} \Gamma_{j 1 i}^{l}+\Gamma_{i l j}^{m} \Gamma_{k 1 m}^{l} \tag{14}
\end{equation*}
$$

is the curvature tensor; naturally this is zero in a flat space. We use the notation

$$
\begin{equation*}
a_{[i} b_{j 1} \equiv a_{i} b_{j}-a_{j} b_{i} \tag{15}
\end{equation*}
$$

Note that we do not use the $\frac{1}{2}$ usually associated with index antisymmetrization brackets.

## GLOBAL EMBEDDING

Consider the $M$-dimensional space obtained by placing ( $N-M$ ) constraints on the curvilinear coordinates $x^{M+1}, \ldots, x^{N}$ : Let

$$
\begin{equation*}
x^{a}=(\text { const })^{a}, \quad a=M+1, \ldots, N, \tag{16}
\end{equation*}
$$

define the $M$-dimensional hypersurface $\Sigma_{M}$. The remaining coordinates $x^{\mu}, \mu=1, \ldots, M$, are coordinates for $\Sigma_{M}$. Here and in what follows, Greek indices range and sum over 1, ..., M; Latin indices ( $a, b, c, \ldots$ ) from the first part of the alphabet range and sum over $M+1, \ldots, N ;$ Latin indices ( $i, j, k, l, \ldots$ ) from the later part of the alphabet range and sum over $1, \ldots, N$. Now notice that

$$
\begin{equation*}
\partial_{\nu} \boldsymbol{e}_{\mu}=\Gamma_{\nu \mu}^{l} \boldsymbol{e}_{l}=\Gamma_{\nu \mu}^{\lambda} \boldsymbol{\theta}_{\lambda}+\Gamma_{\nu \mu}^{a} \boldsymbol{e}_{a} ; \tag{17}
\end{equation*}
$$

that is, the change of a basis vector with respect to a change of internal coordinate partakes not only of the basis vectors in $\Sigma_{M}$, but also of those outside $\Sigma_{M}$, since $\Gamma_{\nu \mu}^{a} \neq 0$ in general.

For the curvature tensor with all interior indices, we have from Eq. (14),

$$
\begin{equation*}
R_{\beta \gamma 6}^{\alpha}=0=\left\{\partial_{I \gamma} \Gamma_{6] \mathrm{B}}^{\alpha}+\Gamma_{\beta \mathrm{II} \delta}{ }^{\lambda} \Gamma_{\gamma] \lambda}^{\alpha}\right\}-\Gamma_{\beta[\gamma}{ }^{a} \Gamma_{\delta] a}^{\alpha}, \tag{18}
\end{equation*}
$$

where all quantities are evaluated on the hypersurface $\Sigma_{M}$. Now
$\Gamma_{\delta \beta}^{\alpha}=g^{\alpha}{ }^{i}[i, \delta \beta]=g^{\alpha \lambda}[\lambda, \delta \beta]+g^{\alpha \alpha}[a, \delta \beta]={ }^{M} \Gamma_{\delta \beta}^{\alpha}+\Lambda_{\delta \beta}^{\alpha}$,
where ${ }^{4} \Gamma_{\delta \beta}^{\alpha}, \Lambda_{6 \beta}^{\alpha}$ are defined by the first and second terms in the last equality, respectively. The Christoffel symbol ${ }^{K} \Gamma_{\delta}{ }_{\beta}^{\alpha}$ belongs entirely to the hypersurface $\Sigma_{M}$.
From Eqs. (14), (18), (19), we have on the hypersurface $\Sigma_{M}$

$$
\begin{align*}
{ }^{M} R^{\alpha}{ }_{\beta \gamma \delta}= & \Gamma_{\beta[\gamma}^{a} \Gamma^{\alpha}{ }_{\delta 1 a}-\partial_{\mathrm{I} \gamma} \Lambda_{\delta 1 \beta}^{\alpha}-{ }^{H} \Gamma_{\beta 1 \delta}^{\lambda} \Lambda_{\gamma 1 \lambda}^{\alpha} \\
& -\Lambda_{\beta I \sigma}^{\lambda}{ }^{M} \Gamma_{\gamma 1 \lambda}^{\alpha}-\Lambda_{\beta 1 \delta}^{\lambda} \Lambda_{\gamma] \lambda}^{\alpha}, \tag{20}
\end{align*}
$$

where the conventional curvature tensor in the $M$-space is defined by

$$
\begin{equation*}
{ }^{M} R^{\alpha}{ }_{\beta \gamma 6} \equiv \partial_{[\gamma}{ }^{M} \Gamma_{\delta 1 \beta}^{\alpha}+{ }^{M} \Gamma_{\beta \mid \delta}^{\lambda}{ }^{M} \Gamma_{\gamma] \lambda}^{\alpha} . \tag{21}
\end{equation*}
$$

Equations similar to Eq. (20), and to its three independent companions which arise from

$$
R_{B y d}^{\alpha}=0, \quad R_{B c d}^{\alpha}=0, \quad R_{b c d}^{a}=0,
$$

have been derived by a different method by Szekeres. ${ }^{5}$ If the coordinates are such that $\left(g^{\alpha a}\right)=0$ on $\Sigma_{M}$, the $\left(\Lambda_{\delta B}^{\alpha}\right)=0$ on $\Sigma_{M}$, and Eq. (20) reduces considerably.

We see that our formalism, with global embedding, restricts us to Riemannian curved spaces with symmetric affine connections; but such spaces are the ones pertinent to Einstein's theory of gravitation, and to successful modifications thereof. Theories with nonsymmetric metric and/or nonsymmetric connections have been attempted, but none have been successful enough to replace Einstein's theory.

## GEODESICS

In the curvilinear coordinates $x^{i}$ in our $N$-space, a curve lying entirely in our embedded $M$-space is given by $x^{i}=z^{i}(s), i=1, \ldots, N$, subject to the constraints $x^{a}=z^{a}(s)=k^{a}=(\text { const })^{a}, a=M+1, \ldots, N$. The $N$-vector velocity is $\dot{\mathbf{z}}=\mathbf{e}_{i} \dot{z}^{i}=\mathbf{e}_{\mu} \dot{z}^{\mu}$, since $\dot{z}^{a}=0$; the dot means $d / d s$. We take $d s$ to be the (positive) element of arc length along the curve, whereby $d s^{2}= \pm(d z \cdot d z)$; the $\pm$ signs are taken so as to make $d s^{2}>0$. (We omit discussion of null curves.) Therefore $\dot{\mathbf{z}} \cdot \dot{\mathbf{z}}= \pm 1$. A (nonnull) geodesic in our embedded $M$-space is a curve of extremal arc length between any two points; its equation is the Euler-Lagrange equation

$$
\begin{equation*}
0=\frac{\partial L}{\partial z^{k}}-\frac{d}{d s} \frac{\partial L}{\partial z^{k}}, \tag{22}
\end{equation*}
$$

with

$$
\begin{equation*}
L=\left( \pm g_{i j} \dot{z}^{i} \dot{z}^{j}\right)^{1 / 2}-\lambda_{a}\left(z^{a}-k^{a}\right) \tag{23}
\end{equation*}
$$

where the $\lambda_{a}$ are Lagrange undetermined multipliers, $a=M+1, \ldots, N$. Combining the above equations and constraints, we get

$$
\begin{align*}
& \Gamma_{\alpha \beta}^{a} \dot{z}^{\alpha} \dot{z}^{\beta} \pm g^{a b} \lambda_{b}=0, \quad a=M+1, \ldots, N \\
& \left(\ddot{z}^{\mu}+{ }^{M} \Gamma_{\alpha \beta}^{\mu} \dot{z}^{\alpha} \dot{z}^{\beta}\right)+\left(\Lambda_{\alpha \beta}^{\mu} \dot{z}^{\alpha} \dot{z}^{\beta} \pm g^{\mu}{ }^{b} \lambda_{b}\right)=0, \quad \mu=1, \ldots, M \tag{25}
\end{align*}
$$

where we have used Eq. (19). Equation (24) evaluates the Lagrange multipliers. If we had followed the usual development in an a priori curved Riemannian $M$-space, then instead of Eq. (25), we would have the usual geodesic equation

$$
\begin{equation*}
\ddot{z}^{\mu}+{ }^{M} \Gamma_{\alpha \beta}^{\mu} \dot{z}^{\alpha} \dot{z}^{\beta}=0 \tag{26}
\end{equation*}
$$

In general Eqs. (25) and (26) disagree; but for the Schwarzschild metric embeddings, ${ }^{4} g^{\alpha a}=0$ on $\Sigma_{M}$, imply ing that $\Lambda_{\mu \nu}^{\lambda}=0$ on $\Sigma_{\mu}$. Since tests of general relativity are really tests of the (exterior) Schwarzschild metric, there is no contradiction. [Note that the extra terms in Eq. (25) always vanish if $g^{\mu a}=0$ on $\Sigma_{M}$, which is the case for any $\Sigma_{M}$ if the $x^{i}$ are orthogonal coordinates. $]$

## SPHERICAL 2-SURFACE

Consider an example in a background Euclidean 3space $E_{3}$, with coordinates $X^{i}$, metric $G_{i j}=\delta_{i j}$. Transform to spherical polar coordinates $x^{i},\left(x^{1}, x^{2}, x^{3}\right)$ $\equiv(\theta, \phi, r)$ :

$$
\begin{equation*}
X^{1}=r \sin \theta \cos \phi, \quad X^{2}=r \sin \theta \sin \phi, \quad X^{3}=r \cos \theta \tag{27}
\end{equation*}
$$

with $0 \leqslant r \leqslant \infty, 0 \leqslant \phi<2 \pi, 0 \leqslant \theta \leqslant \pi$. We ignore singular points. Then

$$
d X_{i} d X^{i}=g_{i j} d x^{i} d x^{j}=r^{2}(d \theta)^{2}+\left(r^{2} \sin ^{2} \theta\right)(d \phi)^{2}+(d r)^{2}
$$ so the metric $g_{i j}$ is diagonal, with

$$
\begin{equation*}
g_{11}=r^{2}=1 / g^{11}, \quad g_{22}=r^{2} \sin ^{2} \theta=1 / g^{22}, \quad g_{33}=1=g^{33} \tag{28}
\end{equation*}
$$

By using Eq. (10), the only nonzero Christoffel symbols are easily found to be

$$
\begin{align*}
& \Gamma_{13}^{1}=\Gamma_{31}^{1}=1 / r, \quad \Gamma_{22}^{1}=-\sin \theta \cos \theta, \quad \Gamma_{12}^{2}=\Gamma_{21}^{2}=\cot \theta \\
& \Gamma_{23}^{2}=\Gamma_{32}^{2}=1 / r, \quad \Gamma_{11}^{3}=-r, \quad \Gamma_{22}^{3}=-r \sin ^{2} \theta \tag{29}
\end{align*}
$$

A sphere of radius $a$ centered at the origin has the equation $x^{3}=a=r$, so that here $\left(x^{1}, x^{2}\right)=(\theta, \phi)$ are interior coordinates, and $x^{3}=r$ is the exterior coordinate.

By symmetry, the only independent non-zero component of ${ }^{M} R^{\alpha}{ }_{\beta \gamma 6}$ is

$$
\begin{align*}
{ }^{M} R_{212}^{1} & =\partial_{1} \Gamma_{22}^{1}-\partial_{2} \Gamma_{12}^{1}+\Gamma_{22}^{\lambda} \Gamma_{1 \lambda}^{1}-\Gamma_{12}^{\lambda} \Gamma_{2 \lambda}^{1}=\partial_{1} \Gamma_{22}^{1}-\Gamma_{12}^{2} \Gamma_{22}^{1} \\
& =-\cot \theta(-\sin \theta \cos \theta)+\frac{\partial}{\partial \theta}(-\sin \theta \cos \theta)=\sin ^{2} \theta \tag{30}
\end{align*}
$$

Using the right-hand side of Eq. (20), we find the expected agreement:

$$
\begin{equation*}
\Gamma_{12}^{3} \Gamma_{23}^{1}-\Gamma_{22}^{3} \Gamma_{13}^{1}=-\left(-a \sin ^{2} \theta\right)(1 / a)=\sin ^{2} \theta=R_{212}^{1} \tag{31}
\end{equation*}
$$

It is trivial to check the zero-valued components of
Eq. (20). Notice that

$$
\begin{aligned}
& \partial_{1} \mathbf{e}_{1}=\Gamma_{11}{ }^{i} \mathbf{e}_{i}=-a \mathbf{e}_{3} \\
& \partial_{1} \mathbf{e}_{2}=\Gamma_{12}^{i} \mathbf{e}_{i}=\cot \theta \mathbf{e}_{2}=\partial_{2} \mathbf{e}_{1} \\
& \partial_{2} \mathbf{e}_{2}=\Gamma_{22}^{i} \mathbf{e}_{i}=-\sin \theta \cos \theta \mathbf{e}_{1}-a \sin ^{2} \theta \mathbf{e}_{3}
\end{aligned}
$$

So, in general, interior derivatives of interior basis vectors involve the exterior basis vector $e_{3}$.

## DISCUSSION

We should briefly discuss embedded vs conventional a priori curved Riemannian spaces, from the point of view of our basis vector formalism.

In the a priori formulation, the set of $M$ coordinates
$\left\{x^{\alpha}\right\}$ is considered to be the whole coordinate manifold. In a basis vector treatment, the vector separation of infinitesimally near points would not be a perfect differential. We would write $d \mathrm{x}=\mathrm{e}_{\alpha} d x^{\alpha}$, and we might be tempted to write

$$
\begin{equation*}
\partial_{\alpha} \mathbf{e}_{\beta}={ }^{\mu} \tilde{\Gamma}_{\alpha \beta}^{\lambda} \mathbf{e}_{\lambda}, \tag{32}
\end{equation*}
$$

where the ${ }^{M} \tilde{\Gamma}_{\alpha \beta}{ }^{\lambda}$ are proportionality factors to be determined. For a space without torsion, we would then arbitrarily take ${ }^{M} \tilde{\Gamma}_{\alpha \beta}^{\lambda}={ }^{M} \tilde{\Gamma}_{\beta \alpha}^{\lambda}$. Then the definitions above would yield ${ }^{M} \tilde{\Gamma}_{\alpha \beta}^{\lambda}={ }^{M} \Gamma_{\alpha \beta}^{\lambda}$, (intrinsic) Christoffel symbols of second kind, as usual. But then we could not take $\partial_{\alpha} \partial_{\beta} e_{\gamma}=\partial_{\beta} \partial_{\alpha} e_{\gamma}$, since, if we did so, the curvature tensor would vanish, a contradiction. Yet it seems strange that these mixed derivatives would have to be unequal, since $e_{\gamma}$ is merely a vector-valued function of the coordinates. Our embedding formalism provides insight here: For all curved spaces which may be globally embedded in a pseudo-Euclidean space of higher dimension, the relation (32) above is clearly wrong; it should be our Eq. (17), $\partial_{\alpha} e_{\beta}=\Gamma_{\alpha \beta}^{\lambda} \theta_{\lambda}+\Gamma_{\alpha \beta}^{a} e_{\alpha}$, which leads to a nonzero intrinsic curvature tensor even through $\partial_{\alpha} \partial_{\beta} e_{\gamma}$ $=\partial_{\beta} \partial_{\alpha} e_{\gamma}$. Since it has been shown that all definite metric Riemannian spaces without torsion, ${ }^{6}$ and a great many interesting indefinite metric ones, ${ }^{4}$ may be globally embedded in larger pseudo-Euclidean spaces, this insight is of some significance.

It is clear that suitable contractions of Eq. (20) yield equations formally identical with Einstein's field equations, where the stress-energy tensor occurring on the right-hand side of the latter is here a purely geometrical object; it is an attractive speculation that coordinates "exterior" to space-time may be associated with "internal" coordinates of the fundamental particles. ${ }^{7}$ Doubtless it is this possibility of total geometrization which sustains physicists' interest in the embedding problem.
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#### Abstract

An old but not well-known formal method is detailed and used to obtain the symmetrized stress-energy tensor from Noether's theorem applied to Poincaré-covariant Lagrangian field theories. A variation in a standard method is presented and used to obtain the corresponding canonical stress-energy tensor, valid in arbitrary curvilinear coordinates, in the limit of Lorentz metric. These two tensors are shown to be equal, in each case, for scalar, Maxwell, Dirac spinor, coupled Maxwell-Dirac, and vector (non-Maxwell) Lagrangian field theories.


## INTRODUCTION

In the Maxwell theory in Lorentz metric it is well known that a straightforward application of Noether's theorem, under uniform space-time translation form invariance of the Lagrangian, yields an asymmetric stress-energy tensor, ${ }^{1}$ which may be symmetized either by educated guesswork, or by application of a formal scheme. ${ }^{2}$ The formal procedure may be followed in general for all Lagrangian field theories in Lorentz metric.

On the other hand, there is the canonical stressenergy tensor, ${ }^{2}$ manifestly symmetric, with zero divergence in an arbitrary curvilinear (or curved space) Riemannian metric. This tensor is believed to always reduce to the symmetrized Noether stress-energy tensor in the limit of Lorentz metric. To our knowledge, this presumed equality of the canonical tensor with the Noether tensor has never been proven in general. We have not yet been able to give a general proof.
In what follows, we detail a formal symmetrization method for the Noether tensor, and a formal method for obtaining the canonical tensor in the limit of Lorentz metric. Then we derive these tensors, and show that they are indeed equal, for several Lagrangian field theories: scalar, Maxwell, Dirac spinor, coupled Max-well-Dirac and vector (non-Maxwell).

## NOETHER'S THEOREM

We work in Lorentz metric, $\eta_{\mu \nu}=\operatorname{diag}(111-1)$, coordinates $x^{\mu}=(\mathbf{x}, t)$, natural units, notation $\partial_{\mu} \equiv \partial / \partial x^{\mu}$; summation convention over all indices.

Consider fields $\phi_{a}(x)$ in a Lagrangian field theory with Lagrangian density $L\left(\phi_{a}, \partial_{\mu} \phi_{a}\right)$. Here the index $a$ runs over different components of, say, a 4 -vector field, and/or over different fields. If $L$ is a form-invariant functional of its arguments under a transformation of coordinates and/or fields, then there exists a quantity with zero 4 -divergence. ${ }^{3}$ For example, if $L$ is forminvariant under uniform space-time translations, then $\partial_{\lambda} \lambda^{\lambda \nu}=0$, where

$$
\begin{equation*}
t_{\lambda \nu}=\eta_{\lambda \nu} L-\left(\partial_{\nu} \phi_{a}\right) \frac{\partial L}{\partial\left(\partial^{\lambda} \phi_{a}\right)} \tag{1}
\end{equation*}
$$

is identified as the (unsymmetrized) stress-energy (SE) tensor. This tensor is asymmetric in general.

If $L$ is form-invariant under Lorentz rotations, then $\partial_{\mu} j_{\lambda \nu}^{\mu}=0$, where $j_{\mu \lambda \nu}$ is the angular momentum tensor:

$$
\begin{equation*}
j_{\mu \lambda \nu} \equiv l_{\mu \lambda \nu}+s_{\mu \lambda \nu}, \tag{2}
\end{equation*}
$$

cond equality above is valid to first order, where

$$
\begin{equation*}
h^{\lambda \nu} \equiv \eta^{\lambda \alpha} \eta^{\nu \beta} h_{\alpha \beta}, \quad h_{\alpha \beta}=h_{\beta \alpha} . \tag{13}
\end{equation*}
$$

Then we get

$$
\begin{equation*}
\left(T_{\lambda \nu}\right)_{h=0}=\left\{\eta_{\lambda \nu} L+2 \frac{\partial L}{\partial h^{\lambda \nu}}-2 \partial_{\mu} \frac{\partial L}{\partial\left(\partial_{\mu} h^{\lambda \nu}\right)}\right\}_{h=0} \tag{14}
\end{equation*}
$$

where the $\eta_{\lambda \nu} L$ term comes from $\partial \sqrt{-g} / \partial g^{\lambda \nu}$. We shall call $T_{\lambda \nu}$ the canonical SE tensor.

## SCALAR FIELD

## Noether SF tensor

Let

$$
\begin{equation*}
L_{s}=-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi \tag{15}
\end{equation*}
$$

a mass term is irrelevant; $\phi(x)$ is the scalar field.
Then the motion equations are

$$
\begin{equation*}
0=\frac{\delta L_{s}}{\delta \phi} \equiv \partial_{\mu} \frac{\partial L_{s}}{\partial\left(\partial_{\mu} \phi\right)}-\frac{\partial L_{s}}{\partial \phi} \rightarrow\left(\partial_{\mu} \partial^{\mu} \phi\right)=0 \tag{16}
\end{equation*}
$$

Under a Lorentz rotation, a scalar field has no components to be mixed (no spin part for the induced field transformation), so that $s_{\mu \lambda \nu}^{s}=0$. Using Eqs. (1), (16), we find

$$
\begin{equation*}
t_{\lambda \nu}^{s}=\theta_{\lambda \nu}^{s}=-\frac{1}{2} \eta_{\lambda \nu} \partial_{\mu} \phi \partial^{u} \phi+\partial_{\nu} \phi \partial_{\lambda} \phi \tag{17}
\end{equation*}
$$

Note that $\theta_{44} \geqslant 0$; when possible for Boson field we choose the over-all sign of the Lagrangian such that, with our definition of $\theta_{\mu \nu}$, we find $\theta_{44} \geqslant 0$.

## Canonical SE tensor

$$
\begin{equation*}
L_{s}(h)=-\frac{1}{2} \partial_{\alpha} \phi \partial_{\beta} \phi\left(\eta^{\alpha \beta}-h^{\alpha \beta}\right) . \tag{18}
\end{equation*}
$$

Using Eq. (14), we find

$$
\begin{equation*}
\left(T_{\lambda \nu}^{s}\right)_{h=0}=-\frac{\eta_{\lambda \nu}}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\partial_{\lambda} \phi \partial_{\nu} \phi=\theta_{\lambda \nu}^{s} \tag{19}
\end{equation*}
$$

where, of course, in the last expression $\partial^{\mu} \phi=\eta^{\mu \lambda} \partial_{\lambda} \phi$.
For conciseness in what follows, for each field theory considered we shall merely list the crucial quantities, and the results $\theta_{\lambda \nu},\left(T_{\lambda \nu}\right)_{h=0}$.

## MAXWELL FIELD

$$
\begin{align*}
& L_{m}=-(1 / 16 \pi) f_{\alpha \beta} f^{\alpha \beta}, \quad f_{\alpha \beta} \equiv \partial_{\alpha} A_{\beta}-\partial_{\beta} A_{\alpha},  \tag{20}\\
& \frac{\delta L_{m}}{\delta A_{\mu}}=0 \rightarrow \partial_{\nu} f^{\nu \mu}=0, \\
& \left(I_{\nu \lambda}\right)_{a}{ }^{b}=\eta_{\nu a} \delta_{\lambda}{ }^{b}-\delta_{\nu}{ }^{b} \eta_{\lambda a}, \\
& s_{\mu \lambda \nu}^{m}=(1 / 4 \pi)\left(f_{\mu \lambda} A_{\nu}-f_{\mu \nu} A_{\lambda}\right), \\
& f_{\mu \lambda \nu}^{m}=(1 / 4 \pi) f_{\mu \lambda} A_{\nu}, \quad \partial^{\mu} f_{\mu \lambda \nu}^{m}=-(1 / 4 \pi) f_{\lambda \nu} \partial^{\mu} A_{\nu} \\
& t_{\lambda \nu}^{m}=-\left(\eta_{\lambda \nu} / 16 \pi\right) f_{\alpha \beta} f^{\alpha \beta}+(1 / 4 \pi) f_{\lambda \mu} \partial_{\nu} A^{\mu} \\
& L_{m}(h)=-(1 / 16 \pi) f_{\alpha \beta} f_{\gamma \delta} g^{\alpha \gamma} g^{\beta 6}=L_{m}+(1 / 16 \pi) f_{\alpha \beta} f_{\gamma \delta}\left(\eta^{\alpha \gamma} h^{\beta 6}\right. \\
& \left.\quad+\eta^{\beta 6} h^{\alpha r}\right), \\
& \left(T_{\lambda \nu}^{m}\right)_{h=0}=\theta_{\lambda \nu}=-\left(\eta_{\lambda \nu} / 16 \pi\right) f_{\alpha \beta} f^{\alpha \beta}+(1 / 4 \pi) f_{\lambda \mu} f_{\nu}{ }^{\mu} \tag{21}
\end{align*}
$$

(Note that the fully covariant $f_{\alpha \beta}$ still involves only
ordinary derivatives of $A_{\mu}$, because of its antisymmetry.) The equality $T=\theta$ is well known for the Maxwell theory.

## Dirac spinor field

We choose a real-valued Lagrangian in metric $\eta_{\mu \nu}$ :

$$
\begin{equation*}
L_{D}=-\frac{1}{2}\left(\bar{\psi} \gamma^{\mu} \partial_{\mu} \psi-\partial_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)-m \bar{\psi} \psi, \tag{22}
\end{equation*}
$$

where the $\gamma^{"}$ are $4 \times 4$ constant matrices satisfying $\left[\gamma^{\mu}, \gamma^{\nu}\right]_{+}=2 \eta^{\mu \nu} 1, \gamma_{i}^{\dagger}=\gamma_{i}, \gamma_{4}^{\dagger}=-\gamma_{4}$, and for definiteness

$$
\begin{equation*}
\bar{\psi} \equiv \psi^{\dagger} i \gamma^{4} . \tag{23}
\end{equation*}
$$

We regard $(\psi, \bar{\psi})$ as independent (four-component) fields; then

$$
\begin{align*}
& \frac{\delta L}{\delta \bar{\psi}}=0 \rightarrow \gamma^{\mu} \partial_{\mu} \psi+m \psi=0, \\
& \frac{\delta L}{\delta \psi}=0 \rightarrow \partial_{\mu} \bar{\psi} \gamma^{\mu}-m \bar{\psi}=0, \\
& I_{\nu \lambda}=\frac{1}{2} \sigma_{\nu \lambda}, \quad \sigma_{\nu \lambda} \equiv \frac{1}{2}\left[\gamma_{\nu}, \gamma_{\lambda}\right]_{-}, \\
& s_{\mu \lambda \nu}^{D}=\frac{\partial L}{\partial\left(\partial^{\mu} \psi\right)} I_{\nu \lambda} \psi-\bar{\psi} I_{\nu \lambda} \frac{\partial L}{\partial\left(\partial^{\mu} \bar{\psi}\right)}=-\frac{1}{4} \bar{\psi}\left[\gamma_{\mu}, \sigma_{\nu \lambda}\right]_{+} \psi, \\
& f_{\mu \lambda \nu}^{D}=-\frac{1}{8} \bar{\psi}\left(\gamma_{\mu} \gamma_{\nu} \gamma_{\lambda}-\gamma_{\lambda} \gamma_{\nu} \gamma_{\mu}\right) \psi, \\
& \partial^{\mu} f_{\mu \lambda \nu}^{D}=-\frac{1}{4}\left(\bar{\psi} \gamma_{\lambda} \partial_{\nu} \psi-\bar{\psi} \gamma_{\nu} \partial_{\lambda} \psi-\partial_{\nu} \bar{\psi} \gamma_{\lambda} \psi+\partial_{\lambda} \bar{\psi} \gamma_{\nu} \psi\right),  \tag{24}\\
& t_{\lambda \nu}^{D}=\frac{1}{2}\left(\bar{\psi} \gamma_{\lambda} \partial_{\nu} \psi-\partial_{\nu} \bar{\psi} \gamma_{\lambda} \psi\right) . \tag{25}
\end{align*}
$$

Note that $L_{D}=0$ in virtue of the field equations.
The generally covariant Dirac equation was first presented long ago ${ }^{5}$; it may be written

$$
\begin{equation*}
\lambda^{\mu}\left(\partial_{\mu}-\Gamma_{\mu}\right) \psi+m \psi=0 \tag{26}
\end{equation*}
$$

where $\lambda^{\mu}, \Gamma_{\mu}$ are $4 \times 4$ coordinate-dependent matrices satisfying ${ }^{6}$

$$
\left[\lambda^{\mu}, \lambda^{\nu}\right]_{+}=2 g^{\mu \nu} 1, \quad \Gamma_{\mu}=\frac{1}{4}[\lambda, \mu \nu] \Sigma^{\nu \lambda}
$$

with $[\lambda, \mu \nu]=\frac{1}{2}\left(\partial_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\nu \mu}\right)=$ Christoffel symbol of first kind, and $\Sigma^{\nu \lambda} \equiv \frac{1}{2}\left[\lambda^{\nu}, \lambda^{\lambda}\right]$. The field equations (26) are Euler-Lagrange equations of the Lagrangian $\sqrt{-g} L_{D}(h)$, where

$$
\left.L_{D}(h)=-\frac{1}{2} \sqrt{\psi} \lambda^{\mu} \partial_{\mu} \psi-\partial_{\mu} \bar{\psi} \lambda^{\mu} \psi-\bar{\psi}\left[\lambda^{\mu}, \Gamma_{\mu}\right]_{+} \psi\right\}-m \bar{\psi} \psi .
$$

To first order in $h^{\alpha \beta}, \partial_{\mu} h^{\alpha \beta}$, we have

$$
\begin{align*}
& \lambda^{\mu}=\gamma^{\mu}-\frac{1}{2} h^{\mu} \alpha_{\gamma_{\alpha}}, \quad \lambda_{\mu}=\gamma_{\mu}+\frac{1}{2} h_{\mu \beta} \gamma^{\beta}  \tag{27}\\
& \Gamma_{\mu}=\frac{1}{4}\left(\partial_{\nu} h_{\lambda \mu}\right) \sigma^{\nu \lambda} \\
& {\left[\gamma^{\mu}, \Gamma_{u}\right]_{+}=\frac{1}{8}\left(\partial_{\nu} h_{\lambda \mu}\right)\left\{\left[\gamma^{\mu}, \sigma^{\nu \lambda}\right]_{+}+\left[\gamma^{\lambda}, \sigma^{\nu \mu}\right]_{+}\right\}=0} \tag{28}
\end{align*}
$$

$$
\begin{equation*}
\approx L_{D}+\frac{1}{8} h^{\mu \alpha}\left(\bar{\psi} \gamma_{\alpha} \partial_{\mu} \psi+\bar{\psi} \gamma_{\mu} \partial_{\alpha} \psi-\partial_{\mu} \bar{\psi} \gamma_{\alpha} \psi-\partial_{\alpha} \bar{\psi} \gamma_{\mu} \psi\right) \tag{D}
\end{equation*}
$$

Whether we combine Eqs. (5), (24), (25) to get $\theta_{\lambda \nu}^{D}$, or Eqs. (14) and (29) to get $\left(T_{\lambda \nu}^{D}\right)_{h=0}$, we find

$$
\begin{aligned}
\left(T_{\lambda \nu}^{D}\right)_{h=0} & =\theta_{\lambda \nu}^{D} \\
& =\frac{1}{4}\left(\bar{\psi} \gamma_{\lambda} \partial_{\nu} \psi+\bar{\psi} \gamma_{\nu} \partial_{\lambda} \psi-\partial_{\nu} \bar{\psi} \gamma_{\lambda} \psi-\partial_{\lambda} \bar{\psi} \gamma_{\nu} \psi\right)
\end{aligned}
$$

## COUPLED MAXWELL-DIRAC FIELDS

$$
L_{m D}=L_{m}+L_{D}+j_{\mu} A^{u}, \quad j^{\mu} \equiv i e \bar{\psi} \gamma^{\mu} \psi .
$$

$L_{D}+j_{\mu} A^{\mu}=0$ in virtue of field equations,

$$
\begin{aligned}
& \frac{\delta L}{\delta \bar{\psi}}=0 \rightarrow \gamma^{\mu}\left(\partial_{\mu}-i e A_{\mu}\right) \psi+m \psi=0, \\
& \frac{\delta L}{\delta \psi}=0 \rightarrow\left[\left(\partial_{\mu}+i e A_{\mu}\right) \bar{\psi}\right\}^{\mu}-m \bar{\psi}=0, \\
& \frac{\delta L}{\delta A_{\mu}}=0 \rightarrow \partial_{\nu} f^{\nu \mu}=-4 \pi j^{\mu}, \\
& t_{\lambda \nu}^{m D}=t_{\lambda \nu}^{m}+t_{\lambda \nu}^{D}, \quad f_{\mu \lambda \nu}^{m D}=f_{\mu \lambda \nu}^{m}+f_{\mu \lambda \nu}^{D},
\end{aligned}
$$

but $\partial^{u} f_{\mu \nu \nu}^{m D}$ is different than in the free field case. After some manipulation, we get

$$
\begin{equation*}
\theta_{\lambda \nu}^{m D}=\theta_{\lambda \nu}^{m}+\theta_{\lambda \nu}^{D}-\frac{1}{2}\left(j_{\lambda} A_{\nu}+j_{\nu} A_{\lambda}\right) . \tag{30}
\end{equation*}
$$

We have for the curvilinear Lagrangian

$$
L_{m D}(h)=L_{m}(h)+L_{D}(h)+\frac{1}{2}\left(j_{\alpha} A_{B}+j_{\beta} A_{\alpha}\right)\left(\eta^{\alpha \beta}-h^{\alpha \beta}\right) ;
$$

inserting this in Eq. (14), we get

$$
\left(T_{\lambda \nu}^{m D}\right)_{h=0}=\theta_{\lambda \nu}^{m D} .
$$

## VECTOR FIELD

We use for the Lorentz metric Lagrangian density

$$
L_{v}=-\frac{1}{2}\left(\partial_{\alpha} \phi_{\beta}\right)\left(\partial^{\alpha} \phi^{\beta}\right) .
$$

This will provide an example in which the Christoffel symbols actually play a role:

$$
\frac{\delta L_{v}}{\delta \phi_{\mu}}=0 \rightarrow \partial_{\nu} \partial^{\nu} \phi^{\mu}=0
$$

we take

$$
\begin{aligned}
& \partial_{\mu} \phi^{\mu}=0, \\
& \left(I_{\nu \lambda}\right)_{a}^{b}=\eta_{\nu a} \delta_{\lambda}{ }^{b}-\delta_{\nu}^{b} \eta_{\lambda a}, \\
& s_{\mu \lambda \nu}^{v}=\left(\partial_{\mu} \phi_{\lambda}\right) \phi_{\nu}-\left(\partial_{\mu} \phi_{\nu}\right) \phi_{\lambda}, \\
& f_{\mu \lambda \nu}^{v}=\partial_{I \mu} \phi_{\lambda 1} \phi_{\nu}+\partial_{(\lambda} \phi_{\nu)} \phi_{\mu}-\partial_{(\mu} \phi_{\nu)} \phi_{\lambda},
\end{aligned}
$$

where [] $\equiv$ antisymmetric part, ( ) $\equiv$ symmetric part. We have

$$
t_{\lambda \nu}^{\nu}=-\frac{1}{2} \eta_{\lambda \nu} \partial_{\alpha} \phi_{B} \partial^{\alpha} \phi^{B}+\partial_{\nu} \phi^{\mu} \partial_{\lambda} \phi_{\mu} .
$$

A simple calculation gives

$$
\begin{align*}
\theta_{\lambda \nu}^{\nu}= & \frac{1}{2} \eta_{\lambda \nu} \partial_{\alpha} \phi_{\beta} \partial^{\alpha} \phi^{\beta}+\partial_{\nu} \phi^{\mu} \partial_{\lambda} \phi_{\mu}-\frac{1}{2}\left(\partial_{\lambda} \phi_{\mu}\right)\left(\partial^{\mu} \phi_{\nu}\right) \\
& -\frac{1}{2}\left(\partial_{\nu} \phi_{\mu}\right)\left(\partial^{\mu} \phi_{\lambda}\right)+\phi_{\mu} \partial^{\mu}\left(\partial_{(\lambda} \phi_{\nu}\right) . \tag{31}
\end{align*}
$$

The curvilinear Lagrangian is

$$
L_{\nu}(h)=-\frac{1}{2} D_{\alpha} \phi_{\beta} D_{\gamma} \phi_{\delta} g^{\alpha \gamma} g^{B 6}
$$

with

$$
D_{\alpha} \phi_{\beta}=\partial_{\alpha} \phi_{\beta}-\Gamma_{\alpha \beta}^{\lambda} \phi_{\lambda}, \quad \Gamma_{\alpha \beta}^{\lambda} \equiv g^{\lambda \theta}[\delta, \alpha \beta] .
$$

To first order in $h^{\alpha \beta}, \partial^{\mu} h^{\alpha \beta}$, this is

$$
\begin{aligned}
L_{v}(h)= & L_{v}+\frac{1}{2}\left(\partial_{\alpha} \phi_{\theta}\right)\left(\partial_{\gamma} \phi_{\sigma}\right)\left(\eta^{\alpha \gamma} h^{36}+\eta^{\beta 8} h^{\alpha \gamma}\right) \\
& +\frac{1}{4}\left(\partial_{(\gamma} \phi_{0}, \phi_{\sigma}+\partial_{(\gamma} \phi_{\sigma)} \phi_{\sigma}\right) \partial^{\gamma} h^{\sigma 6} \\
& \left.\left.+\frac{1}{4}\left[\partial_{(\gamma} \phi_{\delta)} \phi_{\sigma}+\partial_{(\sigma} \phi_{\sigma}\right) \phi_{\gamma}\right] \partial^{6} h^{\sigma \gamma}-\frac{1}{2} \partial_{(\gamma} \phi_{\sigma}\right) \phi_{\sigma} \partial \partial^{\gamma} h^{\gamma} .
\end{aligned}
$$

Using Eq. (14), we get

$$
\left(T_{\lambda \nu}^{v}\right)_{h=0}=\theta_{\lambda \nu}^{v} .
$$

The Lagrangian $L_{v}$ has been proposed for (massive) vector field theories; in addition to its lack of gauge invariance, its canonical SE tensor is quite clumsy; and $\theta_{44}^{v}$ is not manifestly positive semidefinite.

## SUMMARY

Considering the above evidence that the canonical SE tensor is equal to the Noether SE tensor, it would seem that we really ought to be able to provide a general proof of their identity, perhaps by counting indices in some way. To our knowledge, a general proof has never been given, and we have not yet found one.
${ }^{1}$ L. Landau and L. Lifshitz, The Classical Theory of Fields (Addison-Wesley, Reading, MA, 1951).
${ }^{2}$ F.J. Belinfante, Physica 6, 887 (1939).
${ }^{3}$ For a discussion of Noether's theorem, see, e.g., P. Roman, Theory of Elementary Particles (North-Holland, Amsterdam, 1961), 2nd ed., Chap. IV.
${ }^{5}$ V. Fock, Z. Physik 57, 261 (1929); Schouten, J. Math. \& Phys. 10, 239 (1931); E. Schrödinger, Berl. Ber., 105 (1932); V. Bargmann, Berl. Ber. , 346 (1932).
${ }^{6}$ See, e.g., R. Ingraham, Nuovo Cimento 10, (1953), for a discussion of the quantity $r_{\mu}$.
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The following three third-order Feynman diagrams in quantum gravity are treated in the context of dimensional regularization: (a) the pure graviton triangle diagram and (b) two massless tadpole diagrams. It is shown that the graviton vertex integral is free of ultraviolet and infrared divergences as we approach Minkowski space ( $\omega=2$ ). It is also shown that the ultraviolet divergences arising from two-loop massless tadpole integrals either vanish completely as $\omega \rightarrow 2$, or manifest themselves as poles of Weierstrass' gamma function.

## 1. INTRODUCTION

The continuous dimension method ${ }^{1-3}$ has recently been employed in the calculation of the graviton self-energy and the associated fictitious particle loop. ${ }^{4}$ That calculation, carried out to order $K^{2}$ in the gravitational coupling constant ( $K^{2}=32 \pi G$ ), demonstrated (i) that the basic graviton loop can indeed be regularized and (ii) that the procedure of dimensional regularization is gauge invariant in the sense that it respects the Slavnov-Ward identities.

The purpose of this article is to apply the continuous dimension method to the following higher-order diagrams arising in quantum gravity: (a) to the graviton triangle diagram and (b) to two graviton tadpoles, all diagrams being of order $K^{3}$ in the gravitational coupling constant. ${ }^{5}$ Since for massless propagators the various integrals become ill defined when the regulating parameter $\omega \rightarrow 2^{+}$, the procedure of Refs. 1-3 is not applicable to the massless diagrams considered here. To treat the latter, one must introduce ${ }^{6}$ an analytic function $f(\omega)$ which vanishes as we approach physical 4 -space ( $\omega=2$ ). [See Eq. (3) and also the Appendix]

## 2. PREVIOUS RESULTS

A detailed discussion of the technique of dimensional regularization as applied to massless fields can be found in Refs. 4 and 6. The basic idea is to define each momentum space integral over a complex $2 \omega$-dimensional Euclidean space, to parametrize each propagator according to

$$
\begin{equation*}
1 / q^{2}=\int_{0}^{\infty} d x \exp \left(-x q^{2}\right), \quad q^{2}>0 \tag{1}
\end{equation*}
$$

and then to evaluate the various integrals by means of the generalized gaussian formula

$$
\begin{align*}
\int d^{2 \omega} q \exp \left(-x q^{2}+2 b \cdot q\right)= & (\pi / x)^{\omega} \exp \left[\left(b^{2} / x\right)-x f(\omega)\right], \\
& x>0, \tag{2}
\end{align*}
$$

where the continuity function $f(\omega)$, such as ${ }^{7}$

$$
\begin{equation*}
f(\omega)=1-\cos (2 \pi \cos (2 \pi \cos (\cdots(\cos 2 \pi \omega) \cdots))) \tag{3}
\end{equation*}
$$

must satisfy specific conditions, in particular analyticity in the complex regulating parameter $\omega$ (cf. the Appendix). We also note that the structure of $f(\omega)$ in (3) in terms of nested cosine functions, where $n$ is a
finite integer, is superior to that previously chosen, ${ }^{4,8}$ especially with regard to higher-order diagrams. The prescription (1)-(2) is not gauge invariant for $\omega \neq 2$. Since it is possible, however, with our particular $f(\omega)$, to make arbitrarily high—but not all-derivatives of $f(\omega)$ vanish, the technique discussed here can be made gauge invariant to any finite order.

The derivations in the next two sections depend extensively on results previously obtained with the aid of $f(\omega)$ :
(i) $\quad \int d^{2 \omega} q\left(q^{2}\right)^{n}=0, \quad n=0,1,2, \cdots$,
(ii) (a) $\int d^{2 \omega} q\left(q^{2}\right)^{-1}=\pi^{\omega} \Gamma(1-\omega)[f(\omega)]^{\omega-1}$,
(b) $\lim _{\omega \rightarrow 2^{+}} \int d^{2 \omega} q\left(q^{2}\right)^{-1}=0$,
(iii)

$$
\begin{align*}
& \int d^{\omega-2 \omega} q\left[q^{2}(q-p)^{2}\right]^{-1}  \tag{4c}\\
& =\pi^{\omega} \Gamma(2-\omega) \int_{0}^{1} d \xi\left[p^{2} \xi(1-\xi)+f(\omega)\right]^{\omega-2} \tag{4d}
\end{align*}
$$

Results (i), (ii), and (iii) are discussed in detail in Refs. 8, 6, and 4, respectively.

## 3. HIGHER-ORDER TADPOLES

We now examine the two third-order tadpoles shown in Figs. 1 and 2. These diagrams contain only massless graviton lines.
(a) The basic integral connected with Fig. 1 is given by

$$
\begin{equation*}
I_{1}=\iint d^{2 \omega} q_{1} d^{2 \omega} q_{2}\left[q_{1}^{2} q_{2}^{2}\left(q_{1}-q_{2}\right)^{2}\right]^{-1} \tag{5}
\end{equation*}
$$

Applying formulas (1) and (2) or (4d), we can show that

$$
I_{1}=\pi^{\omega} \Gamma(2-\omega) \int_{0}^{1} d \xi
$$



FIG. 1. Third-order massless tadpole.


FIG. 2. Third-order massless tadpole.

$$
\begin{equation*}
\times \int d^{2 \omega} q_{1}\left(q_{1}^{2}\right)^{-1}\left[q_{1}^{2} \xi(1-\xi)+f(\omega)\right]^{\omega-2} \tag{6}
\end{equation*}
$$

where $f(\omega)$ was introduced in Eqs. (2), (3). Expansion about $q_{1}^{2}=0$ yields

$$
\begin{align*}
I_{1}= & \pi^{\omega} \Gamma(2-\omega) \int_{0}^{1} d \xi\left(\int d^{2 \omega} q_{1}\left(q_{1}^{2}\right)^{-1}\right. \\
& \times\left[f^{\omega-2}+q_{1}^{2} \xi(1-\xi)(\omega-2) f^{\omega-3}\right. \\
& +\frac{1}{2} \xi^{2}(1-\xi)^{2}(\omega-2)(\omega-3) q_{1}^{4} f^{\omega-4}+\cdots \\
& +(1 / n!)(1-\xi)^{n} \xi^{n}(\omega-2) \\
& \left.\left.\times \cdots(\omega-1-n)\left(q_{1}^{2}\right)^{n} f^{\omega-2-n}+\cdots\right]\right) . \tag{7}
\end{align*}
$$

According to formula (4a), all terms in (7) vanish except the first one. Consequently

$$
\begin{align*}
I_{1} & =\pi^{\omega} \Gamma(2-\omega) f^{\omega-2} \int d^{2 \omega} q_{1}\left(q_{1}^{2}\right)^{-1} \\
& =\pi^{\omega \omega} \Gamma(1-\omega) \Gamma(2-\omega) f^{2 \omega-3}, \tag{8}
\end{align*}
$$

which is well behaved for noninteger $\omega$. As we approach Minkowski space ( $2 \omega=4$ ), we find that the basic integral associated with the massless tadpole in Fig. 1 vanishes:

$$
\begin{equation*}
\lim _{\omega-2^{+}} I_{1}=0 \tag{9}
\end{equation*}
$$

(b) In this section we examine the two-loop tadpole integral

$$
\begin{equation*}
I_{2}=\iint d^{2 \omega} q d^{2 \omega} p\left[p^{2}(q-p)^{2} q^{4}\right]^{-1} \tag{10}
\end{equation*}
$$

associated with Fig. 2. Again all lines are massless graviton lines. Proceeding as in (a) and using result (4a), in conjunction with the formula

$$
\begin{equation*}
\int d^{2 \omega} q q^{-4}=\pi^{\omega} \Gamma(2-\omega) f^{\omega-2} \tag{11}
\end{equation*}
$$

we obtain

$$
\begin{align*}
I_{2} & =\pi^{\omega} \Gamma(2-\omega) \int d^{2 \omega} q q^{-4} \int_{0}^{1} d \xi\left[q^{2} \xi(1-\xi)+f\right]^{\omega-2}  \tag{12}\\
& =\pi^{2 \omega} \Gamma(2-\omega) \Gamma(2-\omega) f^{2 \omega-4} . \tag{13}
\end{align*}
$$

$I_{2}$ is well defined for all values of the regulating parameter $\omega$, except $\omega=2,3, \cdots$, but contrary to $I_{1}$, this tadpole integral does not vanish in (physical) 4-space. In fact, as $\omega \rightarrow 2^{*}$, both single and double poles emerge. Thus naively normal ordering massless theories (such as gravity) probably would not produce gauge invariant results in higher orders.

The question of course is how one should interpret the nonzero tadpole contribution $I_{2}$. There are two alternatives.
(a) It is possible that the finite $I_{2}$ value will be can-
celled by other terms when all diagrams to order $K^{3}$ are added together. Unfortunately, without calculating all such diagrams, one cannot be sure that a cancellation does not take place. We are not certain at this stage of our programme what the physical implications of a non-vanishing tadpole diagram would be.
(b) If the $I_{2}$ contribution is not cancelled by similar third-order terms, it may still be possible to eliminate the associated single and double poles by suitable counterterms in the Lagrangian.

## 4. THE TRIANGLE DIAGRAM

We next apply the technique of dimensional regularization to the basic integral associated with the pure graviton triangle diagram shown in Fig. 3. The integral reads (in Euclidean space):

$$
\begin{align*}
I_{3}= & \int d^{2 \omega} k\left[k^{2}\left(k-p_{2}\right)^{2}\left(k+p_{3}\right)^{2}\right]^{-1} \\
= & \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta d \gamma\left(\exp \left[-\left(\beta p_{3}^{2}+\gamma p_{2}^{2}\right)\right]\right) \int d^{2 \omega} k \\
& \times \exp \left[-(\alpha+\beta+\gamma) k^{2}+2 k \cdot\left(\gamma p_{2}-\beta p_{3}\right)\right] . \tag{14}
\end{align*}
$$

Integrating over $k$-space with the help of Eq. (2) and noting that $\left(p_{2}+p_{3}\right)^{2}=p_{1}^{2}$, we obtain

$$
\begin{align*}
I_{3}= & \pi^{\omega} \int_{0}^{\infty} d \alpha \beta d \gamma(\alpha+\beta+\gamma)^{-\omega} \\
& \times \exp \left[-\left(\alpha \beta p_{3}^{2}+\alpha \gamma p_{2}^{2}+\gamma \beta p_{1}^{2}\right)(\alpha+\beta+\gamma)^{-1}\right. \\
& -(\alpha+\beta+\gamma) f(\omega)] . \tag{15}
\end{align*}
$$

It is convenient now to introduce new variables $\xi, \tau, \lambda$ such that

$$
\begin{equation*}
\alpha=\xi \lambda, \quad \beta=\tau \lambda, \quad \gamma=\lambda(1-\xi-\tau), \tag{16}
\end{equation*}
$$

the Jacobian of the transformation being $|J|=\lambda^{2}$. Integration over $\lambda$ yields

$$
\begin{equation*}
I_{3}=\pi^{\omega}\left(p_{1}^{2}\right)^{\omega-3} \Gamma(3-\omega) \int_{0}^{1} d \xi \int_{0}^{1-\xi} d \tau\left(-\tau^{2}+a \tau+b\right)^{\omega-3} \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& a=(1-\xi)-\xi\left(p_{2}^{2}-p_{3}^{2}\right) / p_{1}^{2}, \quad f_{0}(\omega) \equiv f(\omega) / p_{1}^{2},  \tag{18}\\
& b=f_{0}(\omega)+\xi(1-\xi) p_{2}^{2} / p_{1}^{2} .
\end{align*}
$$

The $\tau$ integral in (17) may be written compactly as the difference between two hypergeometric functions:


FIG. 3. Pure graviton triangle diagram.

$$
\begin{align*}
I_{3}= & \frac{1}{2} \pi^{\omega}\left(p_{1}^{2}\right)^{\omega-3}[\Gamma(3-\omega) /(\omega-2)] \int_{0}^{1} d \xi\left(c_{0}+c_{1} \xi+c_{2} \xi^{2}\right)^{-1 / 2} \\
& \times\left[z_{1}^{\omega \omega-2}{ }_{2} F_{1}\left(\omega-2, \frac{1}{2} ; \omega-1 ; z_{1} / R^{2}\right)\right. \\
& \left.-z_{0}^{\omega-2}{ }_{2} F_{1}\left(\omega-2, \frac{1}{2} ; \omega-1 ; z_{0} / R^{2}\right)\right], \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
& R=\left(c_{0}+c_{1} \xi+c_{2} \xi^{2}\right)^{1 / 2}, \quad c_{0}=\frac{3}{4}\left(1+4 f_{0}\right) \\
& c_{1}=-\left(p_{2} \cdot p_{3}\right) / p_{1}^{2}, \quad c_{2}=\left[\left(p_{2} \cdot p_{3}\right)^{2}-p_{2}^{2} p_{3}^{2}\right] / p_{1}^{4}  \tag{20}\\
& z_{0}=f_{0}+\xi(1-\xi) p_{2}^{2} / p_{1}^{2}, \quad z_{1}=f_{0}+\xi(1-\xi) p_{3}^{2} / p_{1}^{2}
\end{align*}
$$

Again, as long as $\omega$ remains complex, the right-hand side of (19) is a perfectly well-behaved function of $\omega$. The presence of $f(\omega)$ in (19) moreover ensures the absence of real poles in the $\xi$ integrand. In particular the conventional end point singularities $\xi=0,1$ are absent now.
Since our primary concern is the behavior of $I_{3}$ near $\omega=2$, we shall first write (19) in series form:

$$
\begin{align*}
I_{3}= & \frac{1}{2} \pi^{\omega}\left(p_{1}^{2}\right)^{\omega-3} \Gamma(3-\omega) \int_{0}^{1} \frac{d \xi}{\left(R^{2}\right)^{1 / 2}} \\
& \times\left(\frac{z_{1}^{\omega-2}-z_{0}^{\omega-2}}{\omega-2}+\frac{z_{1}^{\omega-1}-z_{0}^{\omega-1}}{2(\omega-1) R^{2}}+\frac{3\left(z_{1}^{\omega}-z_{0}^{\omega}\right)}{8 \omega R^{4}}+\cdots\right) \tag{21}
\end{align*}
$$

Since

$$
\begin{equation*}
\lim _{\omega-2^{+}}\left(\frac{z_{1}^{\omega-2}-z_{0}^{\omega-2}}{\omega-2}\right)=\log \left(p_{3}^{2} / p_{2}^{2}\right) \tag{22}
\end{equation*}
$$

we conclude that the vertex integral (14) is indeed free of ultraviolet divergences near $\omega=2$. This is in complete agreement with results obtained by more conventional techniques.

## 5. SUMMARY AND DISCUSSION

We have applied the continuous dimension method to several third-order Feynman diagrams in quantum gravity. It was found that the graviton vertex integral is indeed free of both ultraviolet and infrared divergences when the regulating parameter $\omega \rightarrow 2^{2}$. It was also shown that the ultraviolet divergences arising from two-loop massless tadpole integrals either vanish completely as $\omega \rightarrow 2^{+}$or they manifest themselves as poles of Weierstrass' gamma function. The principal conclusion to be drawn here is that higher-order tadpoles do not vanish in general (contrary to lowest-order tadpoles). Their contributions must therefore be included in any satisfactory renormalization program.

Results (8), (13), and (19) may be utilized in the calculation of all graviton-graviton scattering diagrams to order $K^{3}$, including the appropriate fictitious particle loops. This complete program is rather lengthy, involving well over twenty thousand terms.

Finally it is essential to realize in connection with the two-loop tadpole integral (5) that the same $\omega$ was
employed for both loops. (A similar statement holds for $I_{2}$.) The prescription differs from that given by Ashmore, ${ }^{2}$ who suggests a different $\omega$ for each new loop.

## APPENDIX

The continuity function

$$
\begin{equation*}
f(\omega)=1-\cos (2 \pi \cos (2 \pi \cos (\cdots(\cos 2 \pi \omega) \cdots))) \tag{A1}
\end{equation*}
$$

was introduced in the extended definition of the generalized Gaussian integral (2) and satisfies the following properties:
(i) $f(\omega)$ is a nonzero analytic function of the complex variable $\omega=\sigma+i \tau$;
(ii) $f(\omega)=0$ for $\omega= \pm \lambda / 2, \lambda=0,1,2, \cdots$;
(iii) $f^{(i)}(\omega)=0$ for $\omega= \pm \lambda / 2, \lambda=0,1,2, \cdots$, and
$l+1<2^{n}$, where $n$ denotes the number of nested cosine functions in (A1); $l$ is the number of derivatives;
(iv) $f^{\left(2^{n)}\right.}(\omega) \neq 0$ for $\omega= \pm \lambda / 2, \lambda=0,1,2, \cdots$;
(v) $\operatorname{Re}[f(\omega)]>0$ for any $\operatorname{Re}(\omega) \neq \pm \lambda / 2, \lambda=0,1,2, \cdots$, and some $\operatorname{Im} \omega$.

Although $f(\omega)$ is itself analytic, expressions like $f^{2 \omega}, f^{2 \omega-3}$ etc. will clearly not be analytic for general $\omega$. It is therefore imperative-before using Taylor's series expansion and before invoking the principle of analytic continuation-to extract from $f^{2 \omega}, f^{2 \omega-3}$, etc. appropriate analytic branches. For example,

$$
\begin{equation*}
[f(\omega)]^{2 \omega-3}=\exp [(2 \omega-3) \log f(\omega)] \tag{A3}
\end{equation*}
$$

is such an analytic branch provided $|f(\omega)|>0$ and $-\pi<\phi<\pi$, where $f(\omega)=|f(\omega)| \exp (i \phi)$. Having selected an analytic branch of $f^{2 \omega-3}$, we can then expand $f^{2 \omega-3}$ in a Taylor's series about the point $\omega=2+\epsilon \exp (i \alpha)$, $\epsilon>0$ and $0 \leqslant \alpha \leqslant 2 \pi$, allowing $\epsilon \rightarrow 0$ at the end of the calculation.
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# A new method for the study of Feynman perturbation series 
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We have systematically studied a finite-dimensional version of Feynman perturbation series with arbitrary matrices for propagators and arbitrary tensors for interaction couplings. In this formalism we obtain many old results in an elegant new manner, and we obtain a completely new fundamental integral representation for the Green's functions of boson field theories which rigorously defines these functions in our finite-dimensional version and which we hope will enable us to calculate the Green's functions in the physically important infinite-dimensional case.

## INTRODUCTION

From one point of view, the central mathematical problem of nonrelativistic quantum mechanics is to sum the infinite series:

$$
R(\lambda, M)=1+\lambda M+\lambda^{2} M^{2}+\lambda^{3} M^{3}+\cdots
$$

where $M$ is a given infinite-dimensional matrix operating on a Hilbert space and $\lambda$ is an arbitrary complex number. All physical consequences of the theory are easily extracted from $R(\lambda, M)$ once it has been calculated. Many years before these problems were studied and solved, the corresponding problem for an arbitrary finite-dimensional matrix $M$ was solved in closed form via the theory of determinants. Furthermore, the Fredholm theory, which is the basic theory for the in-finite-dimensional case is based on this prior solution of the finite-dimensional case.

Now let us consider Feynman perturbation theory. We may regard the Feynman propagator as a given infinitedimensional matrix and the interaction coupling as a given infinite dimensional tensor. The corresponding Hilbert space may be regarded as a space of functions of Minkowski space-time and a spinor representation of $S L(2, c)$. All physical consequences of the theory are easily extracted from the Green's functions which are the sums of infinite series of Feynman graphs. The central problem of Feynman perturbation theory, and perhaps of relativistic quantum mechanics, is to sum these infinite series. Historically, the corresponding problem for arbitrary finite-dimensional propagator matrices and arbitrary finite-dimensional coupling tensors has to my knowledge never been investigated, and perhaps this may prove to be as potent an approach in Feynman perturbation theory as it has been in the theory of linear integral equations.

Thus our new method for the study of Feynman perturbation series consists of writing down the perturbation series for the Green's functions of a given Lagrangian field theory and then replacing each propagator in the theory by an arbitrary finite-dimensional matrix and replacing each interaction coupling in the theory by an arbitrary finite-dimensional tensor. We then sum the infinite series in closed form, and we study the behavior of the Green's functions as functions of the arbitrary matrices and tensors.

We wish to emphasize two points. First, what we have done is to regard the Feynman perturbation series as a functional whose domain is a set of linear spaces of tensors (the propagators and interaction couplings of the theory) and whose range lies in a set of linear spaces of
tensors (the Green's functions of the theory). We study the behavior of this functional on the whole domain, not just on those particular elements of the domain singled out by physical considerations (e.g., the Feyman propagators and the local interaction coupling). Second, many of the results which in the past have been obtained most elegantly by the introduction of arbitrary external sources and functional differentiation with respect to these sources are obtained more simply in our formulation by functional differentiation with respect to the arbitrary coupling tensors and propagator matrices without any necessity for the introduction of external sources.

Finally we wish to state our attitude toward renormalization theory. Throughout this paper we ignore the problems of renormalization. All expressions that appear are unrenormalized. Our treatment is entirely rigorous because for finite-dimensional matrices and tensors there are no divergences. Our general approach is to first sum the unrenormalized perturbation series functionals in closed form on domains where no divergences arise and then to try to extend these sums to larger domains which include the physical propagators and couplings. The divergences if any which arise in this extension of domain will, we hope, be more easily manageable and simpler in appearance than the usual graph by graph renormalization analysis of perturbation theory. A good example of this is the nonrelativistic Coulomb problem where the resolvent $R(\lambda, M)$ is explicitly calculable ${ }^{1}$ and involves no divergences while all terms of the perturbation expansion after the first are divergent, and the renormalization theory is relatively complicated. ${ }^{2}$

## I. THE BOSON CASE

## A. Formulation of the problem

We consider explicitly the case of scalar bonsons interacting through a local $g \phi^{4}(x)$ coupling. Our methods may be easily extended to other cases. The perturbation series for the $n$-point Green's function may then be succinctly expressed in the form

$$
\begin{align*}
G_{n}\left(x_{1}, \ldots, x_{n}\right)= & \langle 0| a\left(x_{1}\right) a\left(x_{2}\right) \cdots a\left(x_{n}\right) \\
& \times \exp \left\{i g \int d^{4} x[a(x)]^{4}\right\} \\
& \times \exp \left[\frac{1}{2} \int d^{4} x_{1} d^{4} x_{2} a^{+}\left(x_{1}\right) a^{+}\left(x_{2}\right) \Delta_{p}\left(x_{1}-x_{2}\right)\right]|0\rangle \tag{1}
\end{align*}
$$

where $a^{+}(x)$ and $a(x)$ are creation and destruction operators satisfying

$$
\begin{aligned}
& {\left[a\left(x_{1}\right), a\left(x_{2}\right)\right]=0,} \\
& {\left[a\left(x_{1}\right), a^{+}\left(x_{2}\right)\right]=\delta^{4}\left(x_{1}-x_{2}\right),}
\end{aligned}
$$

the state $|0\rangle$ is defined by $a(x)|0\rangle=0$ for all $x$, and $\Delta_{F}(x)$ is the Feynman propagator. Equation (1) is derived in Appendix A.

In keeping with our general program we replace the continuous index $x$ by a discrete finite index, $i=1,2, \ldots$, $N$. We then replace

$$
i g \int d^{4} x[a(x)]^{4}
$$

by

$$
\sum_{i_{1}=1}^{N} \cdots \sum_{i_{4}=1}^{N} M_{i_{1} i_{2} i_{3} i_{4}} a_{i_{1}} a_{i_{2}} a_{i_{3}} a_{i_{4}}=\mu
$$

and we replace

$$
\frac{1}{2} \int d^{4} x_{1} d^{4} x_{2} a^{+}\left(x_{1}\right) a^{+}\left(x_{2}\right) \Delta_{F}\left(x_{1}-x_{2}\right)
$$

by

$$
\frac{1}{2} \sum_{i, j=1}^{N} D_{i j} a_{i}^{+} a_{j}^{+}=\delta
$$

where $M_{i_{1} \cdots i_{4}}$ is an arbitrary 4-tensor and $D_{i j}$ is an arbitrary matrix. The $a_{i}$ and $a_{i}^{+}$now satisfy

$$
\left[a_{i}, a_{j}\right]=0
$$

and

$$
\left[a_{i}, a_{j}^{+}\right]=\delta_{i j}
$$

and

$$
a_{i}|0\rangle=0 \text { for all } i=1, \ldots, N
$$

The object we wish to study is the $n$-point Green's function

$$
G_{n}\left(i_{1}, \ldots, i_{n}\right)=\langle 0| a_{i_{1}} a_{i_{2}} \cdots a_{i_{n}} e^{\mu} e^{\delta}|0\rangle .
$$

$G_{n}$ is a function mapping an arbitrary 4 -tensor and 2 -tensor into a symmetric $n$-tensor.

## B. Only the vacuum graphs need be considered

We first observe that we need only study the vacuum expectation value

$$
G_{0}=G(M, D)=\langle 0| e^{u} e^{\delta}|0\rangle,
$$

since $G_{n}$ may always be obtained by taking appropriate partial derivatives of $G$ with respect to $M$ and $D$. If $n$ is odd, then $G_{n}=0$. If $n=4 s$ where $s$ is an integer, then clearly

$$
\begin{aligned}
G_{(4 s)} & \left(i_{1}, \ldots, i_{(4 s)}\right) \\
& =\frac{\partial^{s} G(M, D)}{\partial M_{i_{1} i_{2} i_{3} i_{4}} \cdots \partial M_{\left.i_{(4 s-3)} i_{(4 s-2}\right)^{i}(4 s-1) i_{(4 s)}}}
\end{aligned}
$$

If $n=4 s+2$, let

$$
\begin{aligned}
\tilde{a}_{i} & =\exp (-\delta) a_{i} \exp (+\delta) \\
& =a_{i}+\left[a_{i}, \delta\right]+(1 / 2!)\left[\left[a_{i}, \delta\right], \delta\right] \cdots \\
& =a_{i}+\sum_{j} D_{i j} a_{j}^{+}, \quad \text { where } D_{i j}=\frac{1}{2}\left(D_{i j}+D_{j i}\right)
\end{aligned}
$$

Then we find that

$$
\begin{aligned}
G_{n}\left(i_{1}, \ldots, i_{(4 s)}, j_{1}, j_{2}\right) & =\langle 0| a_{i_{1}} \cdots a_{i_{(4 s)}} a_{j_{1}} a_{j_{2}} e^{\mu} e^{\delta}|0\rangle \\
& =\langle 0| a_{i_{1}} \cdots a_{i_{(4 s)}} e^{\mu} e^{\delta} \tilde{a}_{j_{1}} \tilde{a}_{j_{2}}|0\rangle
\end{aligned}
$$

$$
\begin{aligned}
= & \langle 0| a_{i_{1}} \cdots a_{i_{(4 s)}} e^{\mu} e^{\delta}\left(D_{j_{1} j_{2}}\right. \\
& \left.+\sum_{k_{1} k_{2}} D_{j_{1}^{k} 1} D_{j_{2} k_{2}} a_{k_{1}}^{+} a_{k_{2}}^{+}\right)|0\rangle \\
= & D_{j_{1} j_{2}} G_{(4 s)}\left(i_{1}, \ldots, i_{(4 s)}\right) \\
& +2 \sum_{k_{1} k_{2}} D_{j_{1} k_{1}} D_{j_{2} k_{2}} \frac{\partial G_{(4 s)}\left(i_{1}, \ldots, i_{(4 s)}\right)}{\partial D_{k_{1} k_{2}}}
\end{aligned}
$$

## C. Reduction in the number of variables

Next assume that $\operatorname{det}(D) \neq 0$. Then as is shown in Appendix $\mathrm{B},\left(D^{ \pm 1 / 2}\right)_{i j}$ always exists and is symmetric. Now let

$$
\begin{aligned}
& a_{i} \rightarrow \sum_{j}\left(D^{1 / 2}\right)_{i j} a_{j}=\bar{a}_{i}, \\
& a_{i}^{+} \rightarrow \sum_{j}\left(D^{-1 / 2}\right)_{i j} a_{j}^{+}=\overline{\left(a_{i}^{+}\right)} .
\end{aligned}
$$

Since $\overline{a_{i}}$ and $\overline{\left(a_{i}^{*}\right)}$ satisfy the same commutation relations as $a_{i}$ and $a_{i}^{+}, G(M, D)$ is invariant under this substitution. Therefore

$$
\begin{align*}
G(M, D)= & G(M) \\
= & \langle 0| \exp \left(\sum_{i_{1} \cdots i_{4}} M_{i_{1} \cdots i_{4}} a_{i_{1}} \cdots a_{i_{4}}\right) \exp \left(\frac{1}{2} \sum_{i}\left(a_{i}^{+}\right)^{2}\right) \\
& |0\rangle \tag{2}
\end{align*}
$$

where

$$
M_{i_{1} \cdots i_{4}}=\sum_{j_{1} \cdots j_{4}} M_{j_{1} \cdots j_{4}}\left(D^{1 / 2}\right) j_{1} i_{1} \cdots\left(D^{1 / 2}\right) j_{4} i_{4} .
$$

## D. The differential equation for $G(M)$

Let

$$
\alpha=\sum_{i_{1}+i_{i_{4}}} \xi_{i_{1} i_{2} i_{3} i_{4}} \quad a_{i_{1}} a_{i_{2}} a_{i_{3}} a_{i_{4}}
$$

and

$$
\beta=\frac{1}{2} \sum_{i j k} \eta_{i j} \eta_{i k} a_{j}^{+} a_{k}^{+}
$$

where $\xi$ and $\eta$ are arbitrary tensors except that $\operatorname{det}(\eta) \neq 0$. Let

$$
F(\xi, \eta)=\langle 0| e^{\alpha} e^{\beta}|0\rangle
$$

Make the substitution

$$
\begin{aligned}
& a_{i} \rightarrow \sum_{j} a_{j} \eta_{j i}, \\
& a_{i}^{+} \rightarrow \sum_{j}\left(\eta^{-1}\right)_{i j} a_{j}^{+} .
\end{aligned}
$$

Then as in Eq. (2) we find that

$$
F(\xi, \eta)=G(M)
$$

where now

$$
M_{i_{1} \cdots i_{4}}=\sum_{j_{1} \cdots j_{4}} \eta_{i_{1} j_{1}} \cdots \eta_{i_{4} j_{4}} \xi_{j_{1} \cdots j_{4}}
$$

Differentiating, we find that

$$
\begin{aligned}
\frac{\partial F(\xi, \eta)}{\partial \xi_{i_{1} \cdots i_{4}}} & =\langle 0| e^{\alpha} a_{i_{1}} \cdots a_{i_{4}} e^{\beta}|0\rangle \\
& =\langle 0| e^{\alpha} e^{\beta} \tilde{a}_{i_{1}} \cdots \tilde{a}_{i_{4}}|0\rangle
\end{aligned}
$$

where now

$$
\tilde{a}_{i}=e^{-\beta} a_{i} e^{+\beta}=a_{i}+\sum_{j k} \eta_{j i} \eta_{j k} a_{k}^{+}
$$

Commuting the $a_{i}$ 's through to the right, multiplying both sides by $\eta_{i_{1} j_{1}}^{-1} \cdots \eta_{i_{4} j_{4}}^{-1}$, summing over $i_{1}$ through $i_{4}$, and noting that since $F(\xi, \eta)=G(M)$, we have the relation

$$
\frac{\partial F}{\partial \xi_{i_{1} \cdots i_{4}}}=\sum_{j_{1} \cdots j_{4}} \frac{\partial G}{\partial M_{j_{1} \cdots j_{4}}} \eta_{j_{1} i_{1}} \cdots \eta_{j_{4} i_{4}}
$$

we find that
$\frac{\partial G}{\partial M_{j_{1} \cdots j_{4}}}$

$$
\begin{align*}
= & \langle 0| e^{\alpha} e^{\beta} S\left\{\left(\frac{1}{24}\right) \rho_{j_{1}} \cdots \rho_{j_{4}}+\left(\frac{1}{4}\right) \delta_{j_{1} j_{2}} \rho_{j_{3}} \rho_{j_{4}}+\left(\frac{1}{8}\right) \delta_{j_{1} j_{2}} \delta_{j_{3} j_{4}}\right\}  \tag{3}\\
& |0\rangle
\end{align*}
$$

where $\rho_{i}=\sum_{j} \eta_{i j} a_{j}^{+}$, and $S$ is the symmetrizing operator,

$$
S\left\{f\left(i_{1}, \ldots, i_{4}\right)\right\}=\sum_{\sigma} f\left(i_{\sigma(1)}, i_{\sigma(2)}, i_{\sigma(3)}, i_{\sigma(4)}\right)
$$

where $\sum_{\sigma}$ is the sum over all permutations on 4-elements. We see therefore that $\partial G / \partial M_{i_{1}} \cdots_{i_{4}}$ is a symmetric tensor. Now let $M_{i_{1} \cdots i_{4}}^{s}=S\left\{M_{i_{1} \cdots i_{4}}\right\}$. Using again the fact that $F(\xi, \eta)=G(M)$, we find that

$$
\begin{aligned}
\langle 0| e^{\alpha} e^{\beta} \rho_{i} \rho_{j}|0\rangle & =\sum_{k} \eta_{i k} \frac{\partial F}{\partial \eta_{j k}} \\
& =\left(\frac{1}{8}\right)_{i_{1} i_{2} i_{3}} M_{i_{1} i_{2} i_{3} i}^{s} \frac{\partial G}{\partial M_{i_{1} i_{2} i_{3} j}}
\end{aligned}
$$

and

$$
\begin{aligned}
\langle 0| e^{\alpha} e^{\beta} \rho_{i} p_{j} \rho_{k} \rho_{l}|0\rangle= & \sum_{p q} \eta_{i p} \eta_{k q} \frac{\partial^{2} F}{\partial \eta_{j p} \partial \eta_{l_{q}}} \\
= & \left(\frac{1}{36}\right) \sum_{p_{1} p_{2} p_{3}} \sum_{q_{1} q_{2} q_{3}} M_{p_{1} p_{2} p_{3} i}^{s} M_{q_{1} q_{2} q_{3} k}^{s} \\
& \times \frac{\partial^{2} G}{\partial M_{p_{1} p_{2} p_{3} j} M_{q_{1} q_{2} q_{3} l}} \\
& +\left(\frac{1}{2}\right) \sum_{p q} M_{p q i k}^{s} \frac{\partial G}{\partial M_{p q j l}} .
\end{aligned}
$$

These two equations may be used instead of those derived in Subsection B to obtain the Green's functions from the vacuum expectation value $G$. They are more convenient to use when $G$ is written as a function of $M$ only, though, of course, they are completely equivalent.

Using these relations, we may rewrite Eq. (3) in the final form

$$
\begin{equation*}
\frac{\partial G}{\partial M_{i_{1} \cdots i_{4}}}=L_{i_{1} \cdots i_{4}} G \tag{4}
\end{equation*}
$$

where
$L_{i_{1} \cdots i_{4}}=S\left\{\left(\frac{1}{8}\right) \delta_{i_{1} i_{2}} \delta_{i_{3} i_{4}}+\left(\frac{5}{144}\right) \delta_{i_{1} i_{2}} L_{i_{3} i_{4}}+\left(\frac{1}{864}\right) L_{i_{1} i_{2}} L_{i_{3} i_{4}}\right\}$,
and

$$
L_{i j}=\sum_{p q r} M_{p q r i}^{s} \frac{\partial}{\partial M_{p q r j}}
$$

We see that $G(M)$ which is a single function of $N^{4}$ variables satisfies a set of $N^{4}$ second-order linear partial differential equations of the generalized hypergeometric type. Furthermore, since by the results of subsection $B$ the first and second derivatives of $G$ are just the four-point and eight-point Green's functions, Eq. (4) is just one integral equation satisfied by the Green's functions of $\phi^{4}$ theory.

It is also easy to see that integral equations in the usual formulation go over into differential equations in our formulation.

## E. The power series solution

The Feynman perturbation series for $G(M, D)=G(M)$ is just a power series expansion of $G$ in powers of $M_{i_{1}} \cdots_{i_{4}}$, about the point $M_{i_{1}} \cdots_{i_{4}}=0$. Instead of the usual Feynman graph form in which this power series is written, we wish to write it in the equivalent standard power series form,

$$
\left.\begin{array}{rl}
G\left(\eta_{i_{1}} \cdots i_{4}\right.
\end{array}\right)=\sum_{n_{1111}=0}^{\infty} \cdots \sum_{n_{N N N}=0}^{\infty} A\left(n_{1111}, \ldots, n_{N N N N}\right), ~\left(M_{i_{1} i_{2} i_{3} i_{4}}\right)^{n_{i_{1} i_{2} i_{3} i_{4}}} .
$$

To determine the power series coefficients $A\left(n_{i_{1} \ldots i_{1}}\right)$, we start from Eq. (2) with the exponentials expanded in power series. Let

$$
\sum_{i_{1}, i_{i_{4}=1}^{N}} n_{i_{1} \ldots i_{4}}=p
$$

and let

$$
\sum_{i_{1} \cdots i_{4}=1}^{N}\left(\delta_{i_{1} j}+\delta_{i_{2} j}+\delta_{i_{3} j}+\delta_{i_{4} j}\right) n_{i_{1} \cdots i_{4}}=p_{j}
$$

Clearly $A\left(n_{i_{1} \ldots i_{4}}\right)$ is the coefficient of

$$
\prod_{i_{1} \cdots i_{4}=1}^{N}\left(M_{i_{1} \cdots i_{4}}\right)^{n_{i_{1}} \cdots i_{4}}
$$

in the expression

$$
\frac{1}{r!s!}\langle 0|\left(\sum_{i_{1} \cdots i_{4}} M_{i_{1} \cdots i_{4}} a_{i_{1}} \cdots a_{i_{4}}\right)^{r}\left(\frac{1}{2} \sum_{i}\left(a_{i}^{+}\right)^{2}\right)^{s}|0\rangle
$$

where $r=p$ and $s=2 p$. Expanding by the multinomial theorem, we find that

$$
\begin{aligned}
A\left(n_{i_{1} \cdots i_{4}}\right)= & \left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \frac{1}{(2 p)!} \\
& \times\langle 0| \prod_{j=1}^{N} a_{j}^{p_{j}}\left(\frac{1}{2} \sum_{i}\left(a_{i}^{+}\right)^{2}\right)^{(2 p)}|0\rangle \\
= & \frac{1}{4^{p}}\left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right)\left(\prod_{j=1}^{N} \frac{E\left(p_{j}\right)}{\left(p_{j} / 2\right)!}\right) \\
& \times\langle 0|\left(\prod_{j=1}^{N} a_{j}^{p_{j}}\right)\left(\prod_{j=1}^{N}\left(a_{j}^{+}\right)^{p_{j}}\right)|0\rangle,
\end{aligned}
$$

where

$$
\begin{aligned}
E\left(p_{j}\right) & = \begin{cases}0 & \text { if } p_{j} \text { is odd } \\
1 & \text { if } p_{j} \text { is even }\end{cases} \\
& =\frac{1}{4^{p}}\left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \prod_{j=1}^{N} E\left(p_{j}\right) \frac{p_{j}!}{\left(p_{j} / 2\right)!} .
\end{aligned}
$$

Using the relation $\Gamma(2 z)=2^{2 z-1} \pi^{-1 / 2} \Gamma(z) \Gamma(z+1 / 2)$ and the fact that $\sum_{j=1}^{N} p_{j}=4 p$, we find

$$
\begin{align*}
A\left(n_{i_{1} \cdots i_{4}}\right)= & \frac{4^{p}}{\pi^{(N / 2)}}\left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \\
& \times \prod_{j=1}^{N} E\left(p_{j}\right) \Gamma\left(\frac{1+p_{j}}{2}\right) . \tag{5}
\end{align*}
$$

Let us now examine the convergence of this power series. The series diverges if there exists a ray $u_{i_{1}} \cdots i_{4}$, such that if we let $n_{i_{1} \cdots i_{4}}=\tau u_{i_{1} \cdots i_{4}}$, then $A\left(n_{i_{1} \cdots i_{4}}\right) \rightarrow \infty$ as $\tau \rightarrow \infty$. Set $u_{i_{1} \cdots i_{4}}=1$ for all $i_{1} \cdots i_{4}$. Then $p=N^{4} \tau, p_{j}=4 N^{3} \tau$, and we have, as $\tau \rightarrow \infty$,

$$
A(\tau) \sim\left(16 N^{6} \tau / e\right)^{\left(N^{4} \tau\right)} \rightarrow \infty
$$

Therefore, the Feynman perturbation series diverges and is at best an asymptotic series. The interesting question is can we find a well-defined function whose asymptotic series is the Feynman perturbation series. This we shall do in the next subsection.

## F. Integral representations

The conventional integral representation may be derived in our formalism as follows. We start from Eq. (2), and using the fact that

$$
\exp \left(-\frac{1}{2} \sum_{i}\left(a_{i}^{*}\right)^{2}\right) a_{j} \exp \left(+\frac{1}{2} \sum_{i}\left(a_{i}^{*}\right)^{2}\right)=a_{j}+a_{j}^{+}
$$

we find that

$$
G(M)=\langle 0| \exp \left\{4 \sum_{i_{1} \cdots i_{4}} M_{i_{1} \cdots i_{4}} q_{i_{1}} \cdots q_{i_{4}}\right\}|0\rangle
$$

where $q_{j}=\left(a_{j}+a_{j}^{+}\right) / \sqrt{2}$. In the orthonormal basis which diagonalizes the Hermitian operators $q_{j}$,

$$
|0\rangle=\frac{1}{\pi^{N / 4}} \prod_{j=1}^{N} \int_{-\infty}^{+\infty} d q_{i} \exp \left[-\left(q_{i}^{2} / 2\right)\right]\left|q_{1}, \ldots, q_{N}\right\rangle
$$

so we find

$$
\begin{align*}
G(M)= & \frac{1}{\pi^{N / 2}} \int_{-\infty}^{+\infty} d q_{i} \cdots \int_{-\infty}^{+\infty} d q_{N} \\
& \times \exp \left\{-\sum_{i} q_{i}^{2}+4 \sum_{i_{1} \cdots i_{4}} M_{i_{1} \cdots i_{4}} q_{i_{1}} \cdots q_{i_{4}}\right\} \tag{6}
\end{align*}
$$

This is just the well-known functional integral for the Green's functions, ${ }^{3}$ and we wish to point out that it is almost useless because over most of the domain of $G$, i. e., for most values of the arbitrary 4 -tensor $M_{i_{1} \cdots{ }_{i}}$, the integrand diverges exponentially as the $q_{i}$ go to infinity.

We shall now show that $G(M)$ is well defined everywhere on its domain by the integral representation

$$
\begin{align*}
G(M)= & \frac{\Gamma(N / 4)}{2^{[(N / 2)+4]} \pi^{(N+1) / 2 n}} \int_{-\infty}^{+\infty} d p \exp \left[-(p / 4)^{2}\right] \int d \Omega \\
& \times\left(\frac{p^{2}}{1-p^{2} \sum_{i_{1} \cdots i_{4}} u_{i_{1}} u_{i_{2}} u_{i_{3}} u_{i_{4}} M_{i_{1} i_{2} i_{3} i_{4}}}\right)^{(N / 4)} \tag{7}
\end{align*}
$$

where $\int d \Omega$ is the integral over the surface of the unit sphere in $N$-dimensional Euclidean space, $\sum_{i=1}^{N} u_{i}^{2}=1$, and $u_{i}$ is the corresponding real unit vector. This multiple integral is equal to $G(M)$ in the sense that it has an asymptotic expansion about the point $M_{i_{1} \cdots_{i_{4}}}=0$, which is just the power series we found in subsection E. In order to completely define $G(M)$, it is necessary to prescribe how the contour of integration is to be deformed in the neighborhood of points such that

$$
p^{2} \sum_{i_{1} \cdots i_{4}} u_{i_{1}} \cdots u_{i_{4}} M_{i_{1} \cdots i_{4}}=1
$$

so that the corresponding singularities of the integrand may be avoided. We leave this unspecified as all choices lead to the same asymptotic power series (i.e., to the same Feynman perturbation theory).

To investigate the behavior in the vicinity of the point
$M_{i_{1} \cdots_{i_{4}}}=0$, we first interchange the order of integration and perform the $p$ integral. Using the fact ${ }^{4}$ that

$$
\begin{aligned}
\int_{-\infty}^{+\infty} & d p \exp \left[-\left(\frac{p}{4}\right)^{2}\left(\frac{p^{2}}{1-p^{2} z}\right)^{(N / 4)}\right] \\
= & \frac{\Gamma(N / 4+1 / 2)}{(-z)^{(N / 4+1 / 2)}} \Psi\left(\left(\frac{N}{4}+\frac{1}{2}\right),\left(\frac{3}{2}\right) ;\left(\frac{-1}{16 z}\right)\right)
\end{aligned}
$$

where $\Psi(a, b ; x)$ is the confluent hypergeometric function which goes as $x^{-a}$ as $x \rightarrow \infty$, and both $(-z)^{(N / 4+1 / 2)}$ and $\Psi((N / 4+1 / 2),(3 / 2) ;(-1 / 16 z))$ are taken to be always on their principal sheet in the complex $z$ plane cut along the positive real axis, we find that

$$
\begin{equation*}
G(M)=\int \frac{d \Omega}{\Omega}\left(\frac{-1}{16 z}\right)^{(N / 4+1 / 2)} \cdot \Psi\left[\left(\frac{N}{4}+\frac{1}{2}\right),\left(\frac{3}{2}\right) ;\left(\frac{-1}{16 z}\right)\right] \tag{8}
\end{equation*}
$$

where $\Omega=2 \pi^{(N / 2)} / \Gamma(N / 2)=$ the area of the unit sphere and where

$$
z=\sum_{i_{1} \cdots i_{4}} u_{i_{1}} \cdots u_{i_{4}} m_{i_{1} \cdots i_{4}}
$$

When $z \neq 0$, the integrand may be evaluated via the convergent power series,
$\left(\frac{-1}{16 z}\right)^{(N / 4+1 / 2)} \Psi\left[\left(\frac{N}{4}+\frac{1}{2},\left(\frac{3}{2}\right) ;\left(\frac{-1}{16 z}\right)\right]=\frac{2^{(N / 2-1)} \sqrt{\pi}}{\Gamma(N / 2)}\right.$

$$
\begin{aligned}
& \times\left(\sum_{n=0}^{\infty} \frac{\Gamma(N / 4+n)}{\Gamma(1 / 2+n)} \frac{(-1 / 16 z)^{(N / 4+n)}}{n!}\right. \\
& \left.-\sum_{n=0}^{\infty} \frac{\Gamma(N / 4+1 / 2+n)}{\Gamma(3 / 2+n)} \frac{(-1 / 16 z)^{(N / 4+1 / 2+n)}}{n!}\right)
\end{aligned}
$$

When $z=0$, the integrand has an essential singularity. However, for all $z$ on the principal sheet, the integrand has the well behaved asymptotic expansion, ${ }^{5}$

$$
\begin{align*}
& \left(\frac{-1}{16 z}\right)^{(N / 4+1 / 2)} \Psi\left[\left(\frac{N}{4}+\frac{1}{2}\right),\left(\frac{3}{2}\right) ;\left(\frac{-1}{16 z}\right)\right] \\
& \quad=\left(\frac{1}{\Gamma(N / 2)}\right) \sum_{n=0}^{Q} \frac{\Gamma(N / 2+2 n)}{n!}(4 z)^{n}+O\left(|z|^{(Q+1)}\right. \tag{9}
\end{align*}
$$

as $|z| \rightarrow 0$, and therefore the integral is well defined everywhere. Now let $\lambda$ equal the maximum value of $|z|$ for all $u_{i}$ on the unit sphere. Then for $M_{i_{1}} \cdots_{i_{4}} \rightarrow 0$, we find that

$$
\begin{aligned}
G(M)= & \frac{1}{2 \pi^{(N / 2)}} \int d \Omega\left(\sum_{n=0}^{Q} \frac{\Gamma(N / 2+2 n)}{n!}(4 z)^{n}+O\left(\lambda^{Q+1}\right)\right) \\
= & \frac{1}{\pi^{(N / 2)}} \sum_{n=0}^{Q} \frac{\Gamma(N / 2+2 n)}{n!} 4^{n} \int_{-\infty}^{+\infty} d u_{1} \cdots \\
& \times \int_{\infty \infty}^{+\infty} d u_{N} \delta\left(1-\sum_{i=1}^{N} u_{i}^{2}\right) z^{n}+O\left(\lambda^{Q+1}\right) .
\end{aligned}
$$

This is just an asymptotic power series in $M_{i_{1} \cdots i_{4}}$ whose coefficients are given by

$$
\begin{aligned}
A\left(n_{i_{1} \cdots i_{4}}\right)= & \frac{\Gamma(N / 2+2 p) 4^{p}}{\pi^{N / 2}}\left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \\
& \times \int_{-\infty}^{+\infty} d u_{1} \cdots \int_{-\infty}^{+\infty} d u_{N} \delta\left(1-\sum_{i} u_{i}^{2}\right) \prod_{j=1}^{N} u_{j}^{p j}
\end{aligned}
$$

where $p$ and $p_{j}$ are defined as in subsection E. By making the substitution $u_{i} \rightarrow-u_{i}$ for each $i$ separately, we see that

$$
\begin{aligned}
A\left(n_{i_{1} \cdots i_{4}}\right)= & \frac{\Gamma(N / 2+2 p) 2^{(N+2 \phi)}}{\pi^{(N / 2)}}\left(\prod_{i_{1} \cdots i_{4}} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \\
& \times \int_{0}^{\infty} d u_{1} \cdots \int_{0}^{\infty} d u_{N} \delta\left(1-\sum_{i} u_{i}^{2}\right) \prod_{j=1}^{N} E\left(p_{j}\right) u_{j}^{p j},
\end{aligned}
$$

where $E(p j)$ is defined as in subsection E. Let $x_{i}=u_{i}^{2}$ and, using

$$
\begin{aligned}
& \int_{0}^{\infty} \quad d x_{1} \cdots \int_{0}^{\infty} d x_{n} \delta\left(1-\sum_{i} x_{i}\right) \prod_{j=1}^{N} x_{j}^{\left(\alpha_{j}-1\right)} \\
& \quad=\frac{\prod_{j=1}^{N} \Gamma\left(\alpha_{j}\right)}{\Gamma\left(\sum_{i=1}^{N} \alpha_{j}\right)}
\end{aligned}
$$

we find

$$
\begin{aligned}
& A\left(n_{i_{1} \cdots i_{4}}\right) \\
& \quad=\frac{4^{p}}{\pi^{N / 2}}\left(\prod_{i_{1} \cdots i_{4}=1}^{N} \frac{1}{\left(n_{i_{1} \cdots i_{4}}\right)!}\right) \prod_{j=1}^{N} E\left(p_{j}\right) \Gamma\left(\frac{\left(1+p_{j}\right)}{2}\right),
\end{aligned}
$$

which is just Eq. (5) of subsection E. Thus we have succeeded in constructing an explicit function $G(M)$, well defined everywhere on the domain of arbitrary 4tensors $M_{i_{1}} \cdots_{i}$, whose asymptotic expansion about $M_{i_{1} \cdots i_{4}}=0$ is just the Feynman perturbation series for the boson case.

We wish to study the analytic structure of $G(M)$ as a function of $M$. Returning to Eq. (8), we see that the only singularities of the integrand in the region of integration occur at points $u_{i}$, such that

$$
z=\sum_{i_{1} \cdots i_{4}} u_{i_{1}} \cdots u_{i_{4}} M_{i_{1} \cdots i_{4}}=0
$$

at which points the integrand has an essential singularity. By the well-known analysis of Eden, et al. ${ }^{6} G(M)$ will have a singularity at a point $M$, only if there exists a unit vector $u_{i}$ such that

$$
z=\sum_{i_{1} \cdots i_{4}} u_{i_{1}} \cdots u_{i_{4}} M_{i_{1} \cdots i_{4}}=0
$$

and

$$
\frac{\partial z}{\partial u_{j}}=\left(\frac{1}{6}\right) \sum_{i_{1} i_{2} i_{3}} u_{i_{1}} u_{i_{2}} u_{i_{3}} M_{i_{1} i_{2} i_{3} j}^{s}=0
$$

for all $j . M^{s}$ is defined as in subsection $D$.
Since the "pinch" occurs at an essential singularity of the integrand, $G(M)$ has an essential singularity at such points. Thus $G(M)$ is an analytic function of $M_{i_{1}} \cdots i_{4}$ except at points where the $N$ equations

$$
\begin{equation*}
\sum_{i_{1} i_{2} i_{3}=1}^{N} u_{i_{1}} u_{i_{2}} u_{i_{3}} M_{i_{1} i_{2} i_{3}{ }^{j}}^{s}=0, \tag{10}
\end{equation*}
$$

$j=1,2, \ldots, N$, and $u_{i}$ real, possess a solution. At such points $G(M)$ has an essential singularity. Finally we note that in the actual local $g \phi^{4}(x)$ field theory case,

$$
M^{s}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=i g \int d^{4} x \prod_{i=1}^{4} K\left(x_{i}-x\right)
$$

where

$$
K(x)=\sqrt{i} \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{\exp (-i p x)}{\left(p^{2}-m^{2}+i \epsilon\right)^{1 / 2}} .
$$

So, in this case Eq. (10) becomes

$$
\begin{equation*}
i g \int d^{4} x[v(x)]^{3} K(y-x)=0 \quad \text { for all } y \tag{11}
\end{equation*}
$$

where

$$
v(x)=\int d^{4} y u(y) K(y-x)
$$

$u(y)$ is a real function of $y$, and

$$
\int d^{4} y[u(y)]^{2}=1
$$

Applying the operator $\sqrt{-i}\left(-\square_{y}^{2}-m^{2}\right)^{1 / 2}$ to both sides of Eq. (11), we obtain

$$
i g[v(y)]^{3}=0 \quad \text { for all } y
$$

which implies (if $g \neq 0$ )

$$
v(y)=\int d^{4} x K(x-y) u(x)=0 \quad \text { for all } y
$$

Applying $\sqrt{-i}\left(-\nabla_{y}^{2}-m^{2}\right)^{1 / 2}$ to both sides of this equation, we find

$$
u(x)=0 \quad \text { for all } x
$$

which contradicts the requirement

$$
\int d^{4} x[u(x)]^{2}=1
$$

Therefore, when $g \neq 0$, local $\phi^{4}$ field theory corresponds to a value of $M_{i_{1} \cdots i_{4}}$, where $G(M)$ is analytic. As $g \rightarrow 0$, $M$ moves onto an essential singularity of $G(M)$, for when $g=0$ Eq. (11) is trivially satisfied.

## II. THE FERMION CASE

## A. Formulation of the problem

Consider explicitly the case of quantum electrodynamics. The Green's function for $n$ external electron lines, $n$ external positron lines, and $m$ external photon lines may be succinctly expressed in the form

$$
\begin{align*}
& G_{n, m}\left(i_{1} x_{1}, \cdots, i_{n} x_{n} ; j_{1} y_{1}, \cdots ; j_{n} y_{n} ; \mu_{1} z_{1}, \cdots, \mu_{m} z_{m}\right) \\
&=\langle 0| b_{i_{1}}\left(x_{1}\right) \cdots b_{i_{n}}\left(x_{n}\right) c_{j_{1}}\left(y_{1}\right) \cdots c_{j_{n}}\left(y_{n}\right) \\
& \quad \times a_{\mu_{1}}\left(z_{1}\right) \cdots a_{\mu_{m}}\left(z_{m}\right) \\
& \quad \times \exp \left\{+i e \sum_{i j_{\mu}} \int d^{4} x c_{i}(x)\left(\gamma_{\mu}\right)_{i j} b_{j}(x) a_{\mu}(x)\right\} \\
& \quad \times \exp \left\{\frac{1}{2} \sum_{\mu \nu} \int d^{4} x_{1} d^{4} x_{2} a_{\mu}^{+}\left(x_{1}\right) D_{\mu \nu}^{F}\left(x_{1}-x_{2}\right) a_{\nu}^{+}\left(x_{2}\right)\right\} \\
& \times \exp \left\{-\sum_{i j} \int d^{4} x d^{4} y b_{i}^{+}(x) S_{i j}^{F}(x-y) c_{j}^{+}(y)\right\}|0\rangle, \tag{12}
\end{align*}
$$

where

$$
\begin{aligned}
& {\left[a_{\mu}\left(x_{1}\right), a_{\nu}\left(x_{2}\right)\right]=0} \\
& {\left[a_{\mu}\left(x_{1}\right), a_{\nu}^{+}\left(x_{2}\right)\right]=\delta^{4}\left(x_{1}-x_{2}\right) \delta_{\mu \nu}}
\end{aligned}
$$

any $a$ or $a^{\dagger}$ commutes with any $b, b^{+}, c$, or $c^{+}$,

$$
\begin{aligned}
& {\left[b_{i}\left(x_{1}\right), b_{j}\left(x_{2}\right)\right]_{+}=\left[c_{i}\left(x_{1}\right), c_{j}\left(x_{2}\right)\right]_{+}=\left[b_{i}\left(x_{1}\right), c_{j}\left(x_{2}\right)\right]_{+}} \\
& =\left[b_{i}\left(x_{1}\right), c_{j}^{+}\left(x_{2}\right)\right]_{+}=0, \\
& {\left[b_{i}\left(x_{1}\right), b_{j}^{+}\left(x_{2}\right)\right]_{+}=\left[c_{i}\left(x_{1}\right), c_{j}^{+}\left(x_{2}\right)\right]_{+}=\delta_{i j} \delta^{4}\left(x_{1}-x_{2}\right) .}
\end{aligned}
$$

The vacuum state $|0\rangle$ is defined by

$$
a_{\mu}(x)|0\rangle=b_{i}(x)|0\rangle=c_{i}(x)|0\rangle=0 \quad \text { for all } i, \mu, \text { and } x
$$

$S^{F}$ is the electron propogator

$$
S_{i j}^{F}(x-y)=\left(i \widetilde{\phi}_{x}-m\right)_{i j} \Delta^{F}(x-y) .
$$

Equation (12) is derived in Appendix C. In keeping with our general program we replace the photon indices ( $\mu, z$ ) by a discrete finite index $\alpha=1,2, \ldots, M$, and the electron indices $(i, x)$ by a discrete finite index $i$
$=1,2, \ldots, N$. We then replace
by

$$
\sum_{i j \alpha} c_{i} \Gamma_{i \alpha}^{j} b_{j} a_{\alpha}=\gamma
$$

and

$$
\frac{1}{2} \sum_{\mu \nu} \int d^{4} x_{1} d^{4} x_{2} a_{\mu}^{+}\left(x_{1}\right) D_{\mu \nu}^{F}\left(x_{1}-x_{2}\right) a_{\nu}^{+}\left(x_{2}\right)
$$

by

$$
\frac{1}{2} \sum_{\alpha \beta} a_{\alpha}^{+} D_{\alpha \beta} a_{\beta}^{+}=\delta
$$

and

$$
\sum_{i j} \int d^{4} x d^{4} y b_{i}^{+}(x) S_{i j}^{F}(x-y) c_{j}^{+}(y)
$$

by

$$
\sum_{i j} b_{i}^{+} S_{i j} c_{j}^{+}=\sigma
$$

where $\Gamma$ is an arbitrary 3 -tensor and $S$ and $D$ are arbitrary matrices. Thus we really consider any fermion theory with an intermediate boson interaction. The commutation relations are the same except that we replace

$$
\delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right) \quad \text { by } \delta_{\alpha \beta},
$$

and

$$
\delta_{i j} \delta^{4}\left(x_{1}-x_{2}\right) \text { by } \delta_{i j} .
$$

Then the object we wish to study is

$$
\begin{align*}
& G_{n, m}\left(i_{1}, \cdots, i_{n} ; j_{1}, \cdots, j_{n} ; \alpha_{1}, \cdots \alpha_{m}\right) \\
& \quad=\langle 0| b_{i_{1}} \cdots b_{i_{n}} c_{j_{n}} a_{\alpha_{1}} \cdots a_{\alpha_{m}} e^{\gamma} e^{6} e^{-\sigma}|0\rangle \tag{13}
\end{align*}
$$

which is a function mapping an arbitrary 3 -tensor and two arbitrary matrices into a ( $2 n+m$ )-tensor which is antisymmetric in the first $n$ and in the second $n$ indices, and is symmetric in the last $m$ indices.

## B. Only the vacuum graphs need be considered

All Green's functions may be written as partial derivatives of the vacuum Green's function with respect to $\Gamma, S$, and $D$. The proof proceeds in the same manner as the proof in Sec. IB, only there are more cases to consider. We state the three particular results we shall use later:

$$
\begin{align*}
& G_{1,1}(i ; j ; \alpha)=\frac{-\partial G}{\partial \Gamma_{j \alpha}^{i}}  \tag{14a}\\
& G_{0,2}(\alpha, \beta)=D_{\alpha \beta} G+2 \sum_{\gamma 6} D_{\alpha \gamma} D_{B 6} \frac{\partial G}{\partial D_{\gamma 6}}  \tag{14b}\\
& G_{1,0}(i ; j)=S_{i j} G+\sum_{k l} S_{i k} \frac{\partial G}{\partial S_{i k}} S_{l j} \tag{14c}
\end{align*}
$$

where as in Sec. I, $D_{\alpha \beta}=\frac{1}{2}\left(D_{\alpha \beta}+D_{\beta \alpha}\right)$, and we denote $G_{0,0}$ simply by $G$.

## C. Reduction in the number of variables

We start from Eq. (13),

$$
G(\Gamma, S, D)=\langle 0| e^{\gamma} e^{6} e^{-\sigma}|0\rangle
$$

Inserting factors of $e^{+\delta} e^{-\delta}$ and using $\langle 0| a^{*}=0$, we find

$$
G=\langle 0| e^{\tilde{\gamma}} e^{-\sigma}|0\rangle,
$$

where

$$
\begin{aligned}
\tilde{\gamma} & =e^{-\delta} \gamma e^{* \delta}=\gamma+[\gamma, \delta]+\frac{1}{2!}[[\gamma, \delta], \delta]+\cdots \\
& =\gamma+2 \sum_{i j \alpha \beta} c_{i} \Gamma_{i_{\alpha}}{ }^{j} b_{j} D_{\alpha \beta} a_{\beta}^{*} .
\end{aligned}
$$

Then using the relation

$$
\exp (A+B)=\exp (A) \exp \{-[A, B] / 2\} \exp (B),
$$

where

$$
\begin{aligned}
& {[[A, B], A]=[[A, B], B]=0,} \\
& A=2 \sum_{i j \alpha \beta} c_{i} \Gamma_{i \alpha}^{j} b_{j} D_{\alpha \beta} a_{\beta}^{+}, \quad \text { and } B=\gamma,
\end{aligned}
$$

we find

$$
\begin{equation*}
G=\langle 0| e^{\rho} e^{-\sigma}|0\rangle, \tag{15}
\end{equation*}
$$

where

$$
\rho=\sum_{i_{1} i_{2} j_{1} j_{2}} c_{i_{1}} c_{i_{2}} \rho_{i_{1} i_{2}}^{j_{1} j_{2}} b_{j_{1}} b_{j_{2}},
$$

and

$$
\rho_{i_{1} i_{2}}^{j_{1} j_{2}}=\sum_{\alpha \beta} \Gamma_{i_{1} \alpha}^{j_{1}} D_{\alpha \beta} \Gamma_{i_{2} B}^{j_{2}} .
$$

Equation (15) for arbitrary 4-tensors $\rho_{i_{1} i_{2}}^{j_{1} j_{2}}$ is just the expression we would have obtained at the outset if we had started with a pure Fermion theory with currentcurrent interaction. Therefore, our considerations apply to this case also.
Now assume that $\operatorname{det}\left(S_{i j}\right) \neq 0$, and let

$$
\begin{aligned}
& b_{i} \rightarrow-S_{i j} b_{j}, \quad b_{i}^{\dagger} \rightarrow-b_{j}^{\dagger}\left(S^{-1}\right)_{j i}, \\
& c_{i} \rightarrow c_{i}, \quad c_{i}^{+} \rightarrow c_{i}^{+} .
\end{aligned}
$$

The commutation relations are invariant under this substitution, so that $G$ is invariant under this substitution, and therefore

$$
\begin{align*}
G(\Gamma, S, D)= & G(M)=\langle 0| \exp \left(\sum_{i_{1} i_{2} j_{1} j_{2}} c_{i_{1}} c_{i_{2}} M_{i_{1} i_{2}}^{j_{1} j_{2}} b_{j_{1}} b_{j_{2}}\right) \\
& \times \exp \left(\sum_{i} b_{i}^{+} c_{i}^{+}\right)|0\rangle, \tag{16}
\end{align*}
$$

where

$$
\begin{aligned}
M_{i_{1} i_{2}}^{j_{1} j_{2}} & =\sum_{k_{1} k_{2}} \rho_{i_{1} i_{2}}^{k_{1} k_{2}} S_{k_{1} j_{1}} S_{k_{2} j_{2}} \\
& =\sum_{\alpha \beta k_{1} k_{2}} \Gamma_{i_{1} \alpha}^{k_{1}} D_{\alpha \beta} \Gamma_{i_{2}^{3}}^{k_{2} S_{k_{1} j_{1}}} S_{k_{2} j_{2}} .
\end{aligned}
$$

Since $G$ is a function only of $M$, there exist two relations among the three partial derivatives of $G$ with respect to $\Gamma, S$, and $D$. These are

$$
\begin{aligned}
& \sum_{k l} S_{i k} \frac{\partial G}{\partial S_{l k}} S_{l j}=+\sum_{k l \alpha} \frac{\partial G}{\partial \Gamma_{i \alpha}^{i}} \Gamma_{l \alpha}^{k} S_{k j}, \\
& 2 \sum_{\gamma \delta} D_{\alpha \gamma} D_{\beta 6} \frac{\partial G}{\partial D_{\gamma \delta}}=\sum_{i j \gamma} \frac{\partial G}{\partial \Gamma_{j \alpha}^{i}} \Gamma_{j \gamma}^{i} D_{\gamma \beta} .
\end{aligned}
$$

Using the results of subsection B , we find

$$
\frac{G_{0,2}(\alpha, \beta)}{G}=D_{\alpha \beta}-\sum_{i j \gamma} \frac{G_{1,1}(i ; j ; \alpha)}{G} \Gamma_{j \gamma}^{i} D_{\gamma \beta},
$$

and

$$
\frac{G_{1,0}(i ; j)}{G}=S_{i j}-\sum_{k l \alpha} \frac{G_{1, j}(i ; l ; \alpha)}{G} \Gamma_{i \alpha}^{k} S_{k j} .
$$

These are just the first two Dyson equations ${ }^{7}$ which we see are a simple consequence of the fact that $G(\Gamma, S, D)$ $=G(M)$ is really only a function of $M$.

## D. The differential equation

We start from Eq. (15),

$$
G(\rho, S)=\langle 0| e^{\rho} e^{-\sigma}|0\rangle,
$$

where

$$
\rho=\sum_{i_{1} i_{2} j_{1} j_{2}} c_{i_{1}} c_{i_{2}} \rho_{i_{1} i_{2}}^{j_{1} j_{2}} b_{j_{1}} b_{j_{2}},
$$

and $\sigma=\sum_{i j} b_{i}^{*} S_{i j} c_{j}^{+}$. Differentiating, we find

$$
\begin{align*}
\partial \rho_{i_{1} i_{2}}^{j_{1} j_{2}} & =\langle 0| e^{\rho} c_{i_{1}} c_{i_{2}} b_{j_{1}} b_{j_{2}} e^{-\sigma}|0\rangle \\
& =\langle 0| e^{\rho} e^{-\sigma} \tilde{c}_{i_{1}} \tilde{c}_{i_{2}} \tilde{b}_{j_{1}} \tilde{b}_{j_{2}}|0\rangle, \tag{17}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{c}_{i}=e^{\sigma} c_{i} e^{-\sigma}=c_{i}+\sum_{j} b_{j}^{+} S_{j i}, \\
& \tilde{b}_{i}=e^{\sigma} b_{i} e^{-\sigma}=b_{i}-\sum_{j} S_{i j} c_{j}^{+} .
\end{aligned}
$$

Note that $G(\rho, S)=G(M)$, where

$$
M_{i_{1} i_{2}}^{j_{1} j_{2}}=\sum_{k_{1} k_{2}} \rho_{i_{1} i_{2}}^{k_{1} k_{2}} S_{k_{1} j_{1}} S_{k_{2} j_{2}}
$$

and therefore

$$
\frac{\partial G}{\partial \rho_{i_{1} i_{2}}^{j_{1} j_{2}}}=\sum_{k_{1} k_{2}} \frac{\partial G}{\partial M_{i_{1} i_{2}}^{k_{1} k_{2}}} S_{j_{1} k_{1}} S_{j_{2} k_{2}} .
$$

Then, commuting the $c$ 's and $b$ 's through to the right in Eq. (17), multiplying both sides by $\left(S^{-1}\right)_{l_{1} j_{1}}\left(S^{-1}\right)_{l_{2} j_{2}}$, and summing over $j_{1}$ and $j_{2}$, we find

$$
\begin{aligned}
-\frac{\partial G}{\partial M_{i_{1} i_{2}}^{l_{1} l_{2}}}= & \langle 0| e^{\rho} e^{-\sigma} A\left\{\left(\frac{1}{2}\right) \delta_{i_{1} l_{1}} \delta_{i_{2} i_{2}}\right. \\
& \left.+\delta_{i_{1} l_{1}} \zeta_{i_{2}} c_{i_{2}}^{+}+\left(\frac{1}{4}\right) \zeta_{i_{1}} c_{i_{1}}^{+} \zeta_{i_{2}} c_{i_{2}}^{+}\right\}|0\rangle,
\end{aligned}
$$

where $\zeta_{i}=\sum_{j} b_{j}^{\dagger} S_{j i}$, and $A$ antisymmetrizes ( $i_{1}, i_{2}$ ) and $\left(l_{1}, l_{2}\right)$,

$$
\begin{aligned}
A\left\{f\left(i_{1}, i_{2}, l_{1}, l_{2}\right)\right\}= & f\left(i_{1}, i_{2}, l_{1}, l_{2}\right)+f\left(i_{2}, i_{1}, l_{2}, l_{1}\right) \\
& -f\left(i_{1}, i_{2}, l_{2}, l_{1}\right)-f\left(i_{2}, i_{1}, l_{1}, l_{2}\right) .
\end{aligned}
$$

We see that $\partial G / M_{i_{1} i_{2}}^{t_{1}}$ is antisymmetric in ( $i_{1}, i_{2}$ ) and $\left(l_{1}, l_{2}\right)$. Let ${ }^{A} M_{i_{1} i_{2}}^{l_{1} l_{2}}=A\left\{M_{i_{1}}^{l_{2}} l_{2}\right\}$. Using the fact that $G(\rho, S)$ $=G(M)$, we find

$$
\begin{aligned}
\langle 0| e^{\rho} e^{-\sigma} \xi_{i} c_{l}^{+}|0\rangle & =-\sum_{j} \frac{\partial G}{\partial S_{j l}} S_{j i} \\
& =\frac{1}{2} \sum_{i_{1} i_{2} j} \frac{\partial G}{\partial M_{i_{1} i_{2}}^{i j}} A M_{i_{1} i_{2}}^{i j}
\end{aligned}
$$

and

$$
\begin{aligned}
& \langle 0| e^{\rho} e^{-\sigma} \zeta_{i_{1}} c_{t_{1}}^{+} \zeta_{i_{2}} c_{i_{2}}^{+}|0\rangle=\sum_{j_{1} j_{2}} \frac{\partial^{2} G}{\partial S_{j_{1} i_{1}} \partial S_{j_{2} l_{2}}} S_{j_{1} i_{1}} S_{j_{2} i_{2}} \\
& =\frac{1}{4} \sum_{\substack{j_{1} k_{1} k_{2} k_{2} \\
j_{2} k_{3} k_{4}}} \frac{\partial^{2} G}{\partial M_{k_{1} k_{2}}^{l_{1} j_{1}} \partial M_{k_{3} k_{4}}^{l_{2} j_{2}}} \\
& \times^{A} M_{R_{1} k_{2}}^{i_{1} j_{1}}{ }^{A} M_{R_{3}{ }_{4}}^{i_{2} j_{2}} \\
& +\frac{1}{2} \sum_{k_{1} k_{2}} \frac{\partial G}{\partial M_{k_{1} k_{2}}^{I_{2} l_{2}}}{ }^{A} M_{k_{1} k_{2}}^{i_{1} i_{2}} .
\end{aligned}
$$

Using these relations, we find that the differential equation for $G(M)$ is

$$
\begin{equation*}
-\frac{\partial G}{\partial M_{i_{1} i_{2}}^{j_{1} j_{2}}}=L_{i_{1} i_{2}}^{j_{1}^{j} j_{2}} G, \tag{18}
\end{equation*}
$$

where

$$
L_{i_{1} i_{2}}^{j_{1} j_{2}}=A\left\{\left(\frac{1}{2}\right) \delta_{i_{1} j_{1}} \delta_{i_{2} j_{2}}+\left(\frac{3}{8}\right) \delta_{i_{1} j_{1}} L_{i_{2}}^{j_{2}}+\left(\frac{1}{16}\right) L_{i_{1}}^{j_{1}} L_{i_{2}^{2}}^{j_{2}}\right\},
$$

and

$$
L_{i}^{j}=\sum_{k l m}^{A} M_{l m}^{j k} \frac{\partial}{\partial M_{l m}^{i k}} .
$$

The remarks at the end of Sec. ID apply here also.

## $E$. The power series solution

We start from Eq. (16),

$$
\begin{aligned}
G(M)= & \langle 0| \exp \left(\sum_{i_{1} i_{2} j_{1} j_{2}} c_{i_{1}} c_{i_{2}} M_{i_{1} i_{2}}^{j_{1} j_{2}} b_{j_{1}} b_{j_{2}}\right) \\
& \times \exp \left(\sum_{i} b_{i}^{+} c_{i}^{*}\right)|0\rangle .
\end{aligned}
$$

Let $[N / 2]$ be the greatest integer less than or equal to $(N / 2)$. Then expanding the exponentials as power series we find,
$G(M)=\sum_{n=0}^{[N / 2]} \frac{1}{n!(2 n)!}\langle 0|\left(\sum c_{i_{1}} c_{i_{2}} M_{i_{1} i_{2}}^{j_{i} j_{2}} b_{j_{1}} b_{j_{2}}\right)^{n}\left(\sum b_{i}^{+} c_{i}^{+}\right)^{2 n}|0\rangle$,
since the product of any $n b_{i}$ 's or $n c_{i}$ 's for $n>N$ is zero. Commuting the $b_{i}$ 's and $c_{i}$ 's through to the right, we find

$$
\begin{align*}
G(M)= & \sum_{n=0}^{I N / 2)} \frac{(-1)^{n}}{n!(N-2 n)!} \epsilon^{i_{1} \cdots i_{N}} \epsilon_{j_{1} \cdots j_{N}} \\
& \times M_{i_{1} i_{2}}^{j_{1}^{j} j_{2}} \cdots M_{\left.i_{(2 n-1)}^{j(2 n-1}\right)^{j}(2 n)}^{j_{i}} \delta_{i(2 n+1)}^{j_{(2 n+1)} \cdots \delta_{i_{N}}^{j},} \tag{19}
\end{align*}
$$

where $\epsilon^{i_{1} \cdots i_{N}}$ is the fully antisymmetric tensor in $N$ dimensions and repeated indices are summed over. Therefore, $G(M)$ is just a finite polynomial in $M$ and is therefore convergent everywhere on its domain. Equation (19) seems to be a generalization of the determinant to the case of 4-tensors. To see the analogy more clearly, we note that if $M_{i}^{j}$ is an $N \times N$ matrix, then

$$
\begin{align*}
\operatorname{det}(I-M)= & \sum_{n=0}^{N} \frac{(-1)^{n}}{n!(N-n)!} \epsilon^{i_{1} \cdots i_{N} \epsilon_{j_{1}} \cdots j_{N}} \\
& \times M_{i_{1}}^{j_{1}} \cdots M_{i_{n}}^{j_{n}} \delta_{i_{(n+1)}}^{j_{n+1}} \cdots \delta_{i_{N}}^{j_{N}} . \tag{20}
\end{align*}
$$

Also we might ask if expressions of the type appearing in Eq. (19) appear anywhere else in mathematics. The answer is yes! If we let $R_{i_{1} i_{2}}^{j_{1} j_{2}}$ be the Riemann curvature
tensor of a $N$-dimensional surface (where $N$ is even), and let

$$
I=\epsilon^{i_{1} \cdots i_{N}} \epsilon_{j_{1} \cdots j_{N}} R_{i_{1} i_{2}}^{j_{1} j_{2}} \cdots R_{i_{(N-1)^{i}}{ }^{j_{N}}{ }^{i_{N}},}
$$

then $I$ is just that invariant, which when integrated over the entire surface gives the Euler-Poincare topological characteristic of the surface. ${ }^{8}$

Next we would like to point out that one usually calculates the physical Green's functions by first dividing out all the vacuum graphs and then summing the remaining graphs. If we let $G_{n, m}^{p}$ be the physical Green's function, then $G_{n, m}^{P}=G_{n, m} \times G^{-1}$, and the usual procedure corresponds to expanding $G^{-1}$ in an infinite power series in $M$ multiplying this by $G_{n, m}$ which is a finite polynomial in $M$, and obtaining an infinite power series in $M$ for $G_{n, m}^{P}$, which converges only if the power series of $G^{-1}$ converges. Thus we see that, by the usual procedure of dividing out the vacuum graphs before summing the series, we may destroy the convergence of $G_{n, m}^{P}$ even though $G_{n, m}$ and $G$ are finite polynomials in $M$. Finally we would like to point out that since $G(M)$ is a generalization of the determinant, we might expect that there would be a corresponding generalization of the Fredholm theory of linear integral equations for the infinite dimensional case. This theory has already been worked out by Caianiello ${ }^{9}$ whose general formalism is similar to our Eq. (19). Unfortunately it applies only to sufficiently smooth and rapidly decreasing propagators and couplings, and therefore does not apply to the physical case.

## F. Integral representations

Let $R_{i a}^{j}=i \sum_{B k} \Gamma_{i}^{k} S_{k j}(\sqrt{D})_{B \alpha}$, which implies that $M_{i_{1} i_{2}}^{j_{1} j_{2}}$ $=-\sum_{\alpha} R_{i_{1} \alpha}^{j_{1}} R_{i_{2} \alpha}^{j_{2}}$. Let $P_{i}^{j}=\sum_{\alpha=1}^{M} R_{i \alpha}^{j} u_{\alpha}$, where the $u_{\alpha}$ are $M$ auxiliary variables. Then

$$
\begin{equation*}
G(M)=\frac{1}{(4 \pi)^{(M / 2)}} \int d^{M} u \exp \left(-|u|^{2} / 4\right) \operatorname{det}(I+P) \tag{21}
\end{equation*}
$$

where $\int d^{M} u=\int_{-\infty}^{+\infty} d u_{1} \cdots \int_{-\infty}^{+\infty} d u_{M}$, and $|u|^{2}=\sum_{\alpha=1}^{M} u_{\alpha}^{2}$. To prove this, we expand the determinant by Eq. (20), obtaining

$$
\begin{aligned}
G(M)= & \frac{1}{(4 \pi)^{(M / 2)}} \int d^{M} u \exp \left(-|u|^{2} / 4\right) \\
& \times \sum_{r=0}^{N} \frac{1}{r!(N-r)!} \epsilon^{i} \cdots i_{N \epsilon_{j_{1}} \cdots j_{N}} \\
& \times P_{i_{1}}^{j_{1}} \cdots P_{i_{r}}^{j_{r}} \delta_{i_{(r+1)}^{j}(r+1)}^{j_{1}} \delta_{i_{N}}^{j_{N}} \\
= & \frac{1}{(4 \pi)^{(M / 2)}} \sum_{r=0}^{N} \frac{1}{r!(N-r)!} \epsilon^{i_{1} \cdots i_{N}} \epsilon_{j_{1} \cdots j_{N}} \\
& \times \sum_{\alpha_{1}, \cdots, \alpha_{r}=1}^{M} R_{i_{1} \alpha_{1}}^{j_{1}} \cdots R_{i_{r} \alpha_{r}}^{j_{r}} \delta_{i_{(r+1)}^{j_{(r+1)}} \cdots \delta_{i_{N}}^{j_{N}}} \\
& \times \int d^{M} u \exp \left(-|u|^{2} / 4\right)_{\beta=1}^{M}\left(u_{\beta}\right)^{r_{B}},
\end{aligned}
$$

where $r_{\beta}\left(\alpha_{1}, \ldots, \alpha_{r}\right)=\sum_{i=1}^{r} \delta_{B \alpha_{i}}$, and $\sum_{\beta=1}^{M} r_{\beta}=r$. Let $n_{\beta}$ $=r_{\beta} / 2$ and $\sum_{\beta=1}^{m} n_{\beta}=r / 2=n$. Using

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} d u_{\beta} \exp \left(-u_{\beta}^{2} / 4\right)\left(u_{\beta}\right)^{r_{\beta}}=E\left(r_{\beta}\right) 2^{\left(r_{\beta^{+1}}\right)} \Gamma\left(\left(r_{\beta}+1\right) / 2\right) \\
& \Gamma\left(n_{\beta}+\frac{1}{2}\right)=\Gamma\left(r_{\beta}+1\right) \sqrt{\pi} / \Gamma\left(n_{\beta}+1\right) 2^{r_{\beta}}
\end{aligned}
$$

and rearranging terms, we find

$$
\begin{aligned}
& G(M)=\sum_{n=0}^{[N / 2]} \frac{1}{n!(N-2 n)} \epsilon^{i_{1} \cdots i_{N}} \epsilon_{j_{1} \cdots j_{N}} \\
& \times \sum_{\alpha_{1}, \ldots, \alpha_{n}=1}^{M} R_{i_{1} \alpha_{1}}^{j_{1}} R_{i_{2} \alpha_{1}}^{j_{2}} \cdots R_{i_{(2 n-1) \alpha_{n}}^{j}(2 n-1)} R_{i(2 n) \alpha_{n}}^{j(2 n)} \\
& \times \delta_{i_{(2 n+1)}{ }^{j}(2 n+1)}^{\cdots} \delta_{i_{N}}^{j_{N}} \\
& =\sum_{n=0}^{[N / 2]} \frac{(-1)^{n}}{n!(N-2 n)!} \epsilon^{i_{1} \cdots i_{N}} \epsilon_{j_{1} \cdots j_{N}} \\
& \times M_{i_{1} i_{2}}^{j_{1} j_{2}} \cdots M_{i(2 n-1) i(2 n)}^{j_{(2 n-1)}^{j}(2 n)} \delta_{i(2 n+1)}^{j_{(2 n+1)}} \cdots \delta_{i_{N}}^{j_{N}},
\end{aligned}
$$

which is just Eq. (19).
QED
This is just the well-known integral representation for the fermion case. ${ }^{10}$

## CONCLUSION

We have completely solved the problem of determining the exact Green's functions in our finite-dimensional version of relativistic perturbation theory. The exact Green's functions are given by simple closed expressions which are finite polynomials in the fermion case and integrals over the unit sphere in the boson case.

The new integral representation [Eq. (8)] for the Green's functions of boson field theories seems very promising. It is an absolutely convergent integral over a compact space, with an integrand which is bounded everywhere in the region of integration. It explicitly exhibits the essential singularity at zero coupling constant. All this should make it far more useful for studies of the limit $N \rightarrow \infty$ than the usual integral representation [Eq. (6)] has been.
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## APPENDIXA

We start from the standard expression ${ }^{11}$

$$
\begin{aligned}
G_{n}^{g}\left(x_{1}, \ldots, x_{n}\right)= & \langle\Phi| T\left(\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right. \\
& \left.\times \exp \left(i g \int d^{4} x[\phi(x)]^{4}\right)\right)|\Phi\rangle
\end{aligned}
$$

where $\phi(x)$ is the free field operator and $|\Phi\rangle$ is the free field vacuum state. We note that for $g=0$ we have for even $n, n=2 m$ (for odd $n, G_{n}=0$ ),

$$
\begin{aligned}
G_{n}^{0}\left(x_{1} \ldots x_{n}\right)= & \langle\Phi| T\left(\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right)|\Phi\rangle \\
= & \frac{1}{2^{m} m!} \sum_{\sigma} \Delta_{F}\left(x_{\sigma(1)}-x_{\sigma(2)}\right) \cdots \\
& \times \Delta_{F}\left(x_{\sigma(2 m-1)}-x_{\sigma(2 m)}\right)
\end{aligned}
$$

where $\sum_{\sigma}$ is the sum over all permutations $\sigma(i)$ of

$$
\begin{aligned}
i=1,2, & \ldots, 2 m, \\
= & \langle 0| a\left(x_{1}\right) \cdots a\left(x_{n}\right) \\
& \times \frac{\left[\int d^{4} x_{1} d^{4} x_{2} a^{+}\left(x_{1}\right) a^{+}\left(x_{2}\right) \Delta_{F}\left(x_{1}-x_{2}\right)\right]^{m}}{\left(2^{m} m!\right)}|0\rangle
\end{aligned}
$$

$$
\begin{aligned}
= & \langle 0| a\left(x_{1}\right) \cdots a\left(x_{n}\right) \\
& \times \exp \left\{\frac{1}{2} \int d^{4} x_{1} d^{4} x_{2} a^{+}\left(x_{1}\right) a^{+}\left(x_{2}\right) \Delta_{F}\left(x_{1}-x_{2}\right)\right\}|0\rangle .
\end{aligned}
$$

Now for all $g$ we have

$$
\begin{aligned}
& \frac{d}{d g} G_{n}^{z}\left(x_{1}, \ldots, x_{n}\right) \\
& \quad=i \int d^{4} x\langle\Phi| T\left(\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right) \phi^{4}(x)\right. \\
& \left.\quad \times \exp \left[i g \int d^{4} x \phi^{4}(x)\right]\right)|\Phi\rangle \\
& \quad=i \int d^{4} x G_{(n+4)}^{k}\left(x_{1}, \ldots, x_{n}, x, x, x, x\right) .
\end{aligned}
$$

Now consider

$$
\begin{aligned}
\tilde{G}_{n}\left(x_{1}, \ldots, x_{n}\right)= & \langle 0| a\left(x_{1}\right) \cdots a\left(x_{n}\right) \\
& \times \exp \left\{i g \int d^{4} x[a(x)]^{4}\right\} \\
& \times \exp \left[\frac{1}{2} \int d^{4} x_{1} d^{4} x_{2} a^{+}\left(x_{1}\right) a^{+}\left(x_{2}\right) \Delta_{F}\left(x_{1}-x_{2}\right)\right]|0\rangle .
\end{aligned}
$$

Clearly $\tilde{G}_{n}$ satisfies the same differential equation as $G_{n}^{\boldsymbol{g}}$ for all $g$, and for $g=0, \widetilde{G}_{n}=G_{n}^{0}$. Therefore $G_{n}^{g}=\widetilde{G}_{n}$. One may also, of course, simply expand the exponentials in the expression for $\widetilde{G}_{n}$ and use the commutation relations and the fact that $a(x)|0\rangle=0$, to see that one obtains the usual sum of Feynman diagrams.

## APPENDIX B

Consider an arbitrary complex symmetric matrix $D_{i j}$ with $\operatorname{det}(D) \neq 0$. Then from the theory of the Jordan canonical form, there exists a similarity transformation $S$, such that

$$
J=S D S^{-1}=\left(\begin{array}{ccc}
J_{1} & & \\
& & \\
& \ddots & \\
0 & & \\
J_{r}
\end{array}\right)
$$

where the $J_{i}$ 's are Jordan canonical blocks of the form

$$
J_{i}=\left(\begin{array}{ccc}
\lambda_{i} 1 & & \\
\lambda_{i} 1 & & \\
& \ddots & \\
& \ddots & 1 \\
& \ddots & \ddots
\end{array}\right)
$$

and $\operatorname{det}(D) \neq 0$ implies $\lambda_{i} \neq 0$ for all $i$. Now clearly $D^{1 / 2}$ $=S^{-1} J^{1 / 2} S$, where

$$
J^{1 / 2}=\left(\begin{array}{ccc}
J_{1}^{1 / 2} & & 0 \\
& \ddots & \\
0 & & J_{r}^{1 / 2}
\end{array}\right)
$$

if $J_{i}$ is an $r$-dimensional canonical block, then

$$
J_{i}^{1 / 2}=\lambda_{i}^{1 / 2}\left(\begin{array}{ccc}
C_{0}\left(C_{1} \lambda_{i}^{-1}\right) & \cdots & \left(C_{(r-1)} \lambda_{i}^{-(r-1)}\right) \\
C_{0} & \cdots & \left(C_{(r-2)} \lambda_{i}^{-(r-2)}\right) \\
& \cdots & \vdots \\
0 & & C_{0}\left(C_{1} \lambda_{i}^{-1}\right) \\
& C_{0}
\end{array}\right)
$$

where $C_{0}=1$ and for all $n \geqslant 0$

$$
\sum_{i=0}^{n} C_{i} C_{(n-i)}= \begin{cases}1, & n=0,1 \\ 0, & n=2,3, \cdots\end{cases}
$$

The unique solution of these equations is

$$
C_{n}=\Gamma\left(\frac{3}{2}\right) /\left[\Gamma(n+1) \Gamma\left(\frac{3}{2}-n\right)\right] .
$$

Further we note that, for $D$ sufficiently close to the identity,

$$
D^{1 / 2}=\exp \left\{\frac{1}{2} \log [I+(D-I)]\right\},
$$

is a convergent power series in $D$ which explicitly satisfies $\left(D^{1 / 2}\right)_{i j}=\left(D^{1 / 2}\right)_{j i}$ and therefore by analytic continuation $D^{1 / 2}$ is a symmetric matrix. Since the inverse of a symmetric matrix is symmetric, $D^{-1 / 2}$ is also symmetric.

Finally we note that, for the case of boson field theory,

$$
D=D\left(x_{1}, x_{2}\right)=\int \frac{d^{4} p}{(2 \pi)^{4}} \exp \left[-i p\left(x_{1}-x_{2}\right)\right] \frac{i}{p^{2}-m^{2}+i \epsilon}
$$

and therefore

$$
D^{1 / 2}\left(x_{1}, x_{2}\right)=\sqrt{i} \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{\exp \left[-i p\left(x_{1}-x_{2}\right)\right]}{\sqrt{p^{2}-m^{2}+i \epsilon}}
$$

which is just the $O(4,1)$ invariant solution of the KleinGordon equation in 4 -space and 1 time dimensions, with the extra space coordinate set equal to zero.
Explicitly, ${ }^{12}$

$$
D^{1 / 2}\left(x_{1}, x_{2}\right)=\frac{m^{3}}{(2 \pi)^{2}} \frac{\sqrt{i}}{(m s)^{2}} \exp (-i m s)\left(1+\frac{1}{(i m s)}\right)
$$

where

$$
\begin{array}{ll}
s=+\left(\left(x_{1}-x_{2}\right)^{2}\right)^{1 / 2} & \text { if }\left(x_{1}-x_{2}\right)^{2}>0, \\
s=-i\left(-\left(x_{1}-x_{2}\right)^{2}\right)^{1 / 2} & \text { if }\left(x_{1}-x_{2}\right)^{2}<0, \\
1 / s^{2}=1 /\left(x^{2}-i \epsilon\right), &
\end{array}
$$

and

$$
1 / s^{3}=1 /\left(x^{2}-i \epsilon\right)^{3 / 2}
$$

$D^{1 / 2}\left(x_{1}, x_{2}\right)$ is a well defined distribution since $\left(x^{2}-i \epsilon\right)^{\lambda}$ is well defined everywhere except at the points $\lambda$
$=-2-k, k=0,1,2, \cdots{ }^{13}$ Thus $D^{1 / 2}\left(x_{1}, x_{2}\right)$ is actually a more elementary function than $D\left(x_{1}, x_{2}\right)$.

## APPENDIX C

We start from the standard expression ${ }^{14}$

$$
\begin{aligned}
G_{n, m}^{e} & \left(i_{1} x_{1}, \ldots, i_{n} x_{n} ; j_{1} y_{1}, \ldots, j_{n} y_{n} ; \mu_{1} z_{1}, \ldots, \mu_{m} z_{m}\right) \\
= & \langle\Phi| T\left(\psi_{i_{1}}\left(x_{1}\right) \cdots \psi_{i_{n}}\left(x_{n}\right) \bar{\psi}_{j_{1}}\left(y_{1}\right) \cdots \bar{\psi}_{j_{n}}\left(y_{n}\right)\right. \\
& \times A_{\mu_{1}}\left(z_{1}\right) \cdots A_{\mu_{m}}\left(z_{m}\right) \\
& \left.\times \exp \left[i e \int d^{4} x \bar{\psi}(x) \mathcal{A}(x) \psi(x)\right]\right)|\Phi\rangle
\end{aligned}
$$

where $\psi$ and $A$ are the free fields, $\bar{\psi}=\psi^{+} \gamma_{0}$, and $|\Phi\rangle$ is the free particle vacuum state. For $e=0$, we find (we set $m=2 l$, since, for $e=0, G_{n, m}=0$ if $m$ is odd)

$$
\begin{aligned}
& G_{n, m}^{0}\left(i_{1} x_{1}, \ldots, u_{m} z_{m}\right) \\
& =\frac{1}{2^{i} l!} \sum_{\sigma(m)} D_{\mu_{\sigma(1)} \mu_{\sigma(2)}}^{F}\left(x_{\sigma(1)}-x_{\sigma(2)}\right) \cdots \\
& \quad \times D_{\mu_{\sigma(m-1)}^{F} \mu_{\sigma(m)}}\left(x_{\sigma(m-1)}-x_{\sigma(m)}\right) \\
& \quad \times(-1)^{[n / 21} \sum_{\sigma(n)} t(\sigma) S_{i_{1} j_{\sigma(1)}}^{F}\left(x_{1}-y_{\sigma(1)}\right) \ldots
\end{aligned}
$$

$$
\times S_{i_{n}^{j} \sigma(n)}^{F}\left(x_{n}-y_{\sigma(n)}\right)
$$

where $[n / 2$ ] is the greatest integer less than $n / 2$, $\sum_{\sigma(r)}$ is the sum over all permutations on $r$ elements, and $t(\sigma)= \pm 1$, when $\sigma$ is an even or odd permutation. It is then easy to show that

$$
\begin{aligned}
& G_{n, m}^{0}\left(i_{1} x_{1}, \ldots, \mu_{m} z_{m}\right) \\
&=\langle 0| b_{i}\left(x_{1}\right) \cdots b_{i n}\left(x_{n}\right) c_{j_{1}}\left(y_{1}\right) \cdots c_{j_{n}}\left(y_{n}\right) \\
& \quad \times a_{\mu_{1}}\left(z_{1}\right) \cdots a_{\mu_{m}}\left(z_{m}\right) \\
& \quad \times \exp \left(\frac{1}{2} \sum_{\mu \nu} \int d^{4} x_{1} d^{4} x_{2} a_{\mu}^{+}\left(x_{1}\right) a_{\nu}^{+}\left(x_{2}\right) D_{\mu \nu}^{F}\left(x_{1}-x_{2}\right)\right) \\
& \quad \times \exp \left(-\sum_{i j} \int d^{4} x d^{4} y b_{i}^{+}(x) S_{i j}^{F}(x-y) c_{j}^{+}(y)\right)|0\rangle
\end{aligned}
$$

For all $e$ we have

$$
\begin{array}{r}
\frac{d}{d e} G_{n, m}^{e}\left(i_{1} x_{1}, \ldots, \mu_{m} z_{m}\right)=(-1)^{n+1} i \sum_{i j \mu} \int d^{4} x\left(\gamma_{\mu}\right)_{j i} \\
\times G_{n+1, m+1}^{e}\left(i_{1} x_{1}, \ldots, i_{n} x_{n}, i x ; j_{1} y_{1} \cdots j_{n} y_{n}, j x ;\right. \\
\left.\mu_{1} z_{1} \cdots \mu_{m} z_{m}, \mu x\right) .
\end{array}
$$

## Consider

$$
\begin{aligned}
\tilde{G}_{n, m} & \left(i_{1} x_{1}, \ldots, \mu_{m} z_{m}\right) \\
= & \langle 0| b_{i_{1}}\left(x_{1}\right) \cdots a_{\mu_{m}}\left(z_{m}\right) \\
& \times \exp \left\{i e \sum_{i j_{\mu}} \int d^{4} x c_{i}(x)\left(\gamma_{\mu}\right)_{i j} b_{j}(x) a_{\mu}(x)\right\} \\
& \times \exp \left\{\frac{1}{2} \sum_{\mu \nu} \int d^{4} x_{1} d^{4} x_{2} a_{\mu}^{+}\left(x_{1}\right) a_{\nu}^{+}\left(x_{2}\right) D_{\mu \nu}^{F}\left(x_{1}-x_{2}\right)\right\} \\
& \left.\times \exp \left\{-\sum_{i j} \int d^{4} x d^{4} y b_{i}^{+}(x) S_{i j}^{F}(x-y) c_{j}^{+}(y)\right\} 0\right\rangle .
\end{aligned}
$$

Clearly $\tilde{G}_{n, m}$ satisfies the same differential equation as $G_{n, m}^{e}$ for all $e$, and for $e=0, G_{n, m}^{e}=\widetilde{G}_{n, m}$. Therefore $G_{n, m}^{e}=\tilde{G}_{n, m}$.
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# Equivalent Lagrangians and path integration for generalized mechanics* 

Kuo-Shung Cheng<br>Institute for Theoretical Physics, State University of New York, Stony Brook, New York 11790 (Received 12 November 1973; revised manuscript received 10 January 1974)<br>The equivalent Lagrangians for a generalized mechanical system are defined and the effects of using different members of the class of equivalent Lagrangians in classical mechanics and quantum mechanics are discussed. The path integration method is applied to quantize the generalized mechanical system.

## I. INTRODUCTION

It is well known that for a mechanical system its equation of motion can be obtained from the principle of least action. The Lagrangian, which determines the action, is not uniquely defined. Thus, there is a class of equivalent Lagrangians all of which give the same equation of motion. Since the only thing which concerns classical mechanics is the equation of motion, choosing different members of the class of equivalent Lagrangians doesn't change anything. For quantum mechanics, different members of the class of equivalent Lagrangians mean different Hamiltonians and hence different Schrödinger equations. It is not obvious that all these equations represent the same system. After some investigations, we found that different members of the class of equivalent Lagrangians only change the wave functions up to a common phase factor. This common phase factor does not change any important properties of the system. That is, all the expectation values of observables are the same at all time, if they are the same at one time. We also investigated these properties for generalized mechanics (i.e., starting from a Lagrangian that depends on higher order time derivatives of the coordinates instead of just first order time derivatives) and found that the same properties exist, provided that we carefully defined the class of equivalent Lagrangians. It is precisely this point that has caused some troubles in the quantization of generalized mechanics. ${ }^{1-5}$

In order to prove the properties concerning quantum mechanics, we found that is is convenient to use path integration method to quantize the generalized mechanical system. The only thing that is not familiar is that the wavefunction now depends on $x, \dot{x}, \cdots$ up to $d^{n-1} x / d t^{n-1}$ if the Lagrangian contains $d^{n} x / d t^{n}$ as the highest time derivative of the coordinate $x$. We will give some explanations to see why the wavefunction should depend on higher order time derivatives of the coordinates $x$.

## II. DEFINITION OF THE CLASS OF EQUIVALENT LAGRANGIANS

In order to define the class of equivalent Lagrangians, we first define proper Lagrangian and improper Lagrangian. We feel that this step is necessary, although it is trivial, since it is precisely this point that causes troubles in the quantization of generalized mechanics. We define the proper Lagrangian as the Lagrangian from which we can obtain the equation of motion via the variational principle. If a Lagrangian is not a proper Lagrangian, we call it an improper Lagrangian.

Let us give an example. Consider the following Lagrangians

$$
L_{1}=-\frac{1}{2} x \ddot{x}, \quad L_{2}=\frac{1}{2} \dot{x}^{2}
$$

The actions are, respectively,

$$
S_{1}=\int_{t_{1}}^{t_{2}}\left(-\frac{1}{2} x \ddot{x}\right) d t, \quad S_{2}=\int_{t_{1}}^{t_{2}}\left(\frac{1}{2} \dot{x}^{2}\right) d t
$$

and the variations of the actions are

$$
\begin{align*}
& \delta S_{1}=\int_{t_{1}}^{t_{2}}-\ddot{x} \delta x d t-\left.\frac{1}{2} x \delta \dot{x}\right|_{t_{1}} ^{t_{2}}+\left.\frac{1}{2} \dot{x} \delta x\right|_{t_{1}} ^{t_{2}},  \tag{1}\\
& \delta S_{2}=\int_{t_{1}}^{t_{2}}-\ddot{x} \delta x d t+\left.\frac{1}{2} \dot{x} \delta x\right|_{t_{1}} ^{t_{2}} \tag{2}
\end{align*}
$$

From Eq. (1) we know that we have to fix $x\left(t_{1}\right), x\left(t_{2}\right)$, $\dot{x}\left(t_{1}\right)$, and $\dot{x}\left(t_{2}\right)$ in order to get the equation of motion $\ddot{x}=0$. But in general a second order differential equation does not admit four initial conditions. From Eq. (2), we only have to fix $x\left(t_{1}\right)$ and $x\left(t_{2}\right)$ to obtain the equation of motion $\ddot{x}=0$. In general there is a solution. So, in these simple cases, we call $L_{1}$ an improper Lagrangian and $L_{2}$ a proper Lagrangian. We should exclude improper Lagrangians when we consider generalized mechanics, since they are not logically well defined. If we excluded the improper Lagrangian, we no longer have the troubles of Refs. 1-5.

According to the definition of proper Lagrangians, we have the following theorem:

For a proper Lagrangian if it involves $d^{n} x / d t^{n}$ as the highest time derivative of the generalized coordinates $x$, then it must contain a term of the form ${ }^{6}$

$$
A\left(\frac{d^{n-1} x}{d t^{n-1}}, \ldots, \frac{d x}{d t}, x, t\right)\left(\frac{d^{n} x}{d t^{n}}\right)^{2}
$$

where

$$
A\left(\frac{d^{n-1} x}{d t^{n-1}}, \ldots, \frac{d x}{d t}, x, t\right)
$$

is not equal to zero at any time. We are not going to give the proof here, because it is obvious. Now we can define the class of equivalent Lagrangians.

Definition: Two proper Lagrangians are equivalent if they contain $d^{n} x / d t^{n}$ as the common highest time derivative of the coordinates $x$ and differ only by a term of the form

$$
\frac{d}{d t} f\left(\frac{d^{n-1} x}{d t^{n-1}}, \ldots, \frac{d x}{d t}, x, t\right)
$$

where $f$ is an arbitrary function of its arguments.

## III. DEFINITION OF PATH INTEGRATION FOR GENERALIZED MECHANICS

It was Feynman ${ }^{7}$ who first introduced the path integration method into quantum mechanics. For practical purposes, it works as well as canonical quantization. But for a general Lagrangian of the form $L=\frac{1}{2} g_{i j} \dot{q}^{i} \dot{q}^{j}$, it seems that there is a difference between canonical quantization and path integration. ${ }^{8}$ There are many reasons to believe the correctness of the path integration method. ${ }^{9}$

It is a straightforward generalization to define path integration for generalized mechanics. Let us consider a proper Lagrangian $L$ :

$$
\begin{equation*}
L=L\left(\frac{d^{n} x}{d t^{n}}, \ldots, \frac{d x}{d t}, x, t\right) . \tag{3}
\end{equation*}
$$

$L$ contains a term

$$
A\left(\frac{d^{n-1} x}{d t^{n-1}}, \ldots, \frac{d x}{d t}, x, t\right)\left(\frac{d^{n} x}{d t^{n}}\right)^{2}
$$

We closely follow Feynman's original propositions. That is, we assume that for infinitesimal time intervals, the propagator of the wave function is proportional to the exponential of $i / \hbar$ times the classical action. Since the classical action is uniquely defined only when we fix $x(t), \dot{x}(t), \ldots, d^{n-1} x / d t^{n-1}$ at two end points, we conclude that the propagator depends on $x(t), \ldots, d^{n-1} x /$ $d t^{n-1}$ at the two end points and hence the wavefunction depends on $x, \dot{x}, \ldots, d^{n-1} x / d t^{t-1}$. This is not the common situation, but it is the most natural generalization from ordinary quantum mechanics to generalized quantum mechanics. For convenience we will define

$$
Q_{n}=\frac{d^{n-1} x}{d t^{n-1}}, \quad Q_{n-1}=\frac{d^{n-2} x}{d t^{n-2}} \ldots Q_{1}=x .
$$

The wavefunction $\psi\left(Q\left(t_{2}\right), t_{2}\right)$ at time $t_{2}$ with coordinates $Q\left(t_{2}\right)$ is connected with the wavefunction $\psi\left(Q\left(t_{1}\right), t_{1}\right)$ at time $t_{1}$ as follows:
$\psi\left(Q\left(t_{2}\right), t_{2}\right)=\int K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right) \psi\left(Q\left(t_{1}, t_{1}\right) g\left(Q\left(t_{1}\right)\right) d Q\left(t_{1}\right)\right.$,
where $Q$ stands for ( $Q_{n}, Q_{n-1}, \ldots, Q_{1}$ ) and

$$
\begin{align*}
& d Q\left(t_{1}\right)=d Q_{n}\left(t_{1}\right) \cdots d Q_{1}\left(t_{1}\right)  \tag{5}\\
& g\left(Q\left(t_{1}\right)\right)=\left[A\left(Q_{n}, \ldots, Q_{1}\right)\right]^{n / 2} \tag{6}
\end{align*}
$$

is the weighting factor to make sure that the measure $g d Q$ is invariant under generalized coordinate transformations. Eq. (4) is the definition of the propagator $K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right)$. According to our assumption, we can write down the expression for $K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right)$, that is,

$$
\begin{align*}
& K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right) \\
& =\lim _{m \rightarrow \infty} \frac{1}{A_{m}} \int \exp \left(\frac { i } { \hbar } \sum _ { k = 0 } ^ { m } s _ { c l } \left(Q\left(t_{1}+k \epsilon\right), t_{1}+k \epsilon\right.\right. \\
& \left.\left.\quad Q\left(t_{1}+(k+1) \epsilon\right), t_{1}+(k+1) \epsilon\right)\right) \\
& \quad \times \prod_{k=1}^{m} g\left(Q\left(t_{1}+k \epsilon\right)\right) d Q\left(t_{1}+k \epsilon\right) \tag{7}
\end{align*}
$$

where $t_{1}+(m+1) \epsilon=t_{2}$ and $A_{m}$ is a normalization constant which depends on $m$ only. $S_{c l}\left(Q\left(t_{k}\right) ; Q\left(t_{k+1}\right)\right)$ is the action
along the classical path between $Q\left(t_{k}\right)$ and $Q\left(t_{k+1}\right)$ in the time interval $\epsilon$, that is

$$
\begin{aligned}
& S_{c l}\left(Q\left(t_{k}\right) ; Q\left(t_{k+1}\right)\right) \\
& \quad=\text { stationary value of } \int_{t_{1}+k \epsilon}^{t_{1}+(k+1) \epsilon} L\left(t^{\prime}\right) d t^{\prime} .
\end{aligned}
$$

In order to get acquainted with the definition of the path integration method, we consider the simplest example of a generalized mechanical system,

$$
\begin{equation*}
L=\frac{1}{2}(\ddot{x})^{2} . \tag{8}
\end{equation*}
$$

We shall first find the Schrödinger equation and then calculate the propagator for this Lagrangian. For infinitesimal time intervals, Eqs。(4) and (7) give

$$
\begin{align*}
& \psi\left(Q_{2}(t+\epsilon), Q_{1}(t+\epsilon), t+\epsilon\right) \\
& \quad=\frac{1}{A} \int \exp \left(\frac{i}{\hbar} S_{c l}\left(Q_{2}(t+\epsilon), Q_{1}(t+\epsilon)\right) ; Q_{2}(t), Q_{1}(t)\right) \\
& \quad \times \psi\left(Q_{2}(t), Q_{1}(t), t\right) d Q_{1}(t) d Q_{2}(t) \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
S_{c l}=\int_{t}^{t+3} \frac{1}{2}\left(\ddot{x}_{0}\right)^{2} d t^{\prime}, \tag{10}
\end{equation*}
$$

$x_{0}\left(t^{\prime}\right)$ satisfies the equation of motion

$$
\begin{equation*}
\dddot{x}_{0}\left(t^{\prime}\right)=0 \tag{11}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& \left.x_{0}\left(t^{\prime}\right)\right|_{t^{\prime}=t}=Q_{1}(t),\left.\quad x_{0}\left(t^{\prime}\right)\right|_{t^{\prime}=t}=Q_{2}(t), \\
& \left.x_{0}\left(t^{\prime}\right)\right|_{t^{\prime}=t+\epsilon}=Q_{1}(t+\epsilon),\left.\quad x_{0}\left(t^{\prime}\right)\right|_{t^{\prime}=t+\epsilon}=Q_{2}(t+\epsilon) . \tag{12}
\end{align*}
$$

It is easy to obtain $S_{c l}$ :

$$
\begin{equation*}
S_{c l}=\frac{2}{\epsilon}\left[3\left(\frac{\Delta}{\epsilon}-Q_{2}(t+\epsilon)\right)^{2}+3\left(\frac{\Delta}{\epsilon}-Q_{2}(t+\epsilon)\right) \dot{\Delta}+\dot{\Delta}^{2}\right] \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta=Q_{1}(t+\epsilon)-Q_{1}(t), \\
& \dot{\Delta}=Q_{2}(t+\epsilon)-Q_{2}(t) . \tag{14}
\end{align*}
$$

We can expand $\psi(Q(t), t)$ around $Q(t+\epsilon)$ and obtain

$$
\begin{align*}
& \psi(Q(t+\epsilon), t)+\epsilon \frac{\partial \psi(Q(t+\epsilon), t)}{\partial t}+\cdots \\
& =\frac{1}{A} \int \exp \left(\frac{i}{\hbar} S_{c l}\right) \times\left[\psi(Q(t+\epsilon), t)-\dot{\Delta} \frac{\partial \psi}{\partial Q_{2}}-\dot{\Delta} \frac{\partial \psi}{\partial Q_{1}}\right. \\
& \left.\quad+\frac{1}{2!}\left(\dot{\Delta}^{2} \frac{\partial^{2} \psi}{\partial Q_{2}^{2}}+2 \Delta \dot{\Delta} \frac{\partial^{2} \psi}{\partial Q_{1} \partial Q_{2}}+\Delta^{2} \frac{\partial^{2} \psi}{\partial Q_{1}^{2}}+\cdots\right)\right] \\
& \quad \times d Q_{1}(t) d Q_{2}(t) . \tag{15}
\end{align*}
$$

After a rather lengthy but straightforward calculation, we get

$$
\begin{equation*}
\psi+\epsilon \frac{\partial \psi}{\partial t}+\cdots=\frac{1}{A}\left[\frac{i \pi \hbar \epsilon^{2}}{\sqrt{3}} \psi+\epsilon \frac{i \pi \hbar \epsilon^{2}}{\sqrt{3}} \frac{i \hbar}{2}\left(\frac{\partial^{2} \psi}{\partial Q_{2}^{2}}-Q_{2} \frac{\partial \psi}{\partial Q_{1}}\right)+\cdots\right], \tag{16}
\end{equation*}
$$

that is, we get

$$
\begin{equation*}
A=i \pi \hbar \epsilon^{2} / \sqrt{3} \tag{17}
\end{equation*}
$$

and the equation for $\psi(Q(t), t)$

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2} \frac{\partial^{2} \psi}{\partial Q_{2}^{2}}-i \hbar Q_{2} \frac{\partial \psi}{\partial Q_{1}} . \tag{18}
\end{equation*}
$$

The propagator $K\left(Q_{2}\left(t_{2}\right), Q_{1}\left(t_{2}\right), t_{2} ; Q_{2}\left(t_{1}\right), Q_{1}\left(t_{1}\right), t_{1}\right)$ can be obtained from the definition, that is, from Eq. (7).
Since $L$ is a quadratic in the variable $x$, we have other methods to calculate the propagator $K$. We symbolize Eq. (7) as

$$
\begin{align*}
& K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right) \\
& \quad=\frac{1}{A} \int \exp \left(\frac{i}{\hbar} \int_{t_{1}, Q_{1}\left(t_{1}\right), Q_{2}\left(t_{1}\right)}^{t_{2}, Q_{1}\left(t_{2}\right), Q_{2}\left(t_{2}\right)} \frac{1}{2}(\ddot{x})^{2} d t\right) \pi d x(t) \tag{19}
\end{align*}
$$

where $\pi d x(t)$ means that we sum over all paths satisfying the conditions

$$
\begin{array}{ll}
\left.x(t)\right|_{t=t_{1}}=Q_{1}\left(t_{1}\right), & \left.x(t)\right|_{t=t_{1}}=Q_{2}\left(t_{1}\right), \\
\left.x(t)\right|_{t=t_{2}}=Q_{1}\left(t_{2}\right), & \left.x(t)\right|_{t=t_{2}}=Q_{2}\left(t_{2}\right) .
\end{array}
$$

Set

$$
\begin{equation*}
x(t)=x_{0}(t)+y(t) \tag{20}
\end{equation*}
$$

where $x_{0}(t)$ satisfies the equation $\widetilde{x}_{0}(t)=0$ and the boundary conditions

$$
\begin{array}{ll}
x_{0}\left(t_{1}\right)=Q_{1}\left(t_{1}\right), & x_{0}\left(t_{2}\right)=Q_{1}\left(t_{2}\right), \\
\dot{x}_{0}\left(t_{1}\right)=Q_{2}\left(t_{1}\right), & \dot{x}_{0}\left(t_{2}\right)=Q_{2}\left(t_{2}\right) .
\end{array}
$$

We substitute Eq. (20) into Eq. (19) and get
$K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right)$

$$
\begin{equation*}
=\exp \left(\frac{i}{\hbar} \int_{t_{1}}^{t_{2}} \frac{1}{2}\left(\ddot{x}_{0}\right)^{2} d t\right) \frac{1}{A} \int \exp \left(\frac{i}{\hbar} \int_{t_{1,0,0}}^{t_{2,0,0}} \frac{1}{2}(\ddot{y})^{2} d t\right)_{t}^{\pi} d y(t) . \tag{21}
\end{equation*}
$$

Using the following condition

$$
\lim _{t_{2} t_{1}} K\left(Q\left(t_{2}\right), t_{2} ; Q\left(t_{1}\right), t_{1}\right)=\delta\left(Q\left(t_{2}\right)-Q\left(t_{1}\right)\right) .
$$

We get

$$
\begin{align*}
& K\left(Q\left(t_{2}\right), t_{2}: Q\left(t_{1}\right), t_{1}\right) \\
&= \frac{\sqrt{3}}{i \pi \hbar\left(t_{2}-t_{1}\right)^{2}} \exp \left\{\frac { 2 i } { \hbar ( t _ { 2 } - t _ { 1 } ) } \left[3\left(\frac{Q_{1}\left(t_{2}\right)-Q_{1}\left(t_{1}\right)}{t_{2}-t_{1}}-Q_{2}\left(t_{2}\right)\right)^{2}\right.\right. \\
&+3\left(\frac{Q_{1}\left(t_{2}\right)-Q_{1}\left(t_{1}\right)}{t_{2}-t_{1}}-Q_{2}\left(t_{2}\right)\right)\left[Q_{2}\left(t_{2}\right)-Q_{2}\left(t_{1}\right)\right] \\
&\left.\left.+\left[Q_{2}\left(t_{2}\right)-Q_{2}\left(t_{1}\right)\right]^{2}\right]\right\} . \tag{22}
\end{align*}
$$

## IV. EFFECTS OF USING EQUIVALENT LAGRANGIANS TO GENERALIZED CLASSICAL MECHANICS AND QUANTUM MECHANICS

According to the definition of equivalent Lagrangians, one can generate the whole class of equivalent Lagrangians by adding a term of the form

$$
\frac{d}{d t} f\left(\frac{d^{n-1} x}{d t^{n-1}}, \ldots, x, t\right)
$$

to a particular Lagrangian

$$
L_{0}=L_{0}\left(\frac{d^{n} x}{d t^{n}}, \ldots, x, t\right)
$$

The action becomes

$$
S=\int_{t_{1}}^{t_{2}}\left(L_{0}+\frac{d f}{d t}\right) d t=S_{0}+f\left(t_{2}\right)-f\left(t_{1}\right) .
$$

Classical mechanics is concerned with the problem of finding the path $x(t)$ which makes $S$ stationary with $x(t)$, $\dot{x}(t), \ldots$ and $d^{n-1} x / d t^{n-1}$ at time $t=t_{1}$ and $t=t_{2}$ fixed. Since $f\left(t_{1}\right)$ and $f\left(t_{2}\right)$ depend on fixed quantities only, we have

$$
\delta f\left(t_{1}\right)=\delta f\left(t_{2}\right)=0 \text { and } \delta S=\delta S_{0} \text {. }
$$

Thus the equation of motion is the same for all members of the class of equivalent Lagrangians.

For quantum mechanics, let us set $\psi_{0}$ and $\psi$ to represent the wave functions corresponding to the Lagrangians $L_{0}$ and $L_{0}+d f / d t$. If $\psi_{0}$ and $\psi$ have the same expectation values for all observables $h\left(\partial / \partial Q_{i}, Q_{i}, t\right)$ at a time $t_{1}$, that is

$$
\begin{align*}
& \int \psi_{0}^{*}\left(Q\left(t_{1}\right), t_{1}\right) h\left(\frac{\hbar \partial}{i \partial Q_{i}}, Q_{i}, t\right) \psi_{0}\left(Q\left(t_{1}\right), t_{1}\right) g\left(Q\left(t_{1}\right)\right) d Q\left(t_{1}\right) \\
& =\int \psi^{*}\left(Q\left(t_{1}\right), t_{1}\right) h\left(\frac{\hbar \partial}{i \partial Q_{i}}-\frac{\partial f}{\partial Q_{i}}, Q_{i}, t\right) \psi\left(Q\left(t_{1}\right), t_{1}\right) \\
& \quad \times g\left(Q\left(t_{1}\right)\right) d Q\left(t_{1}\right) . \tag{23}
\end{align*}
$$

Then we are going to prove that they have the same expectation value at all time. The two systems are equivalent. We write down $\psi_{0}$ and $\psi$ at time $t$ as
$\psi_{0}(Q(t), t)=\int K_{0}\left(Q(t), t ; Q\left(t_{1}\right), t_{1}\right) \psi_{0}\left(Q\left(t_{1}\right), t_{1}\right) g\left(Q\left(t_{1}\right)\right) d Q\left(t_{1}\right)$,
$\psi(Q(t), t)=\int K\left(Q(t), t ; Q\left(t_{1}\right), t_{1}\right) \psi\left(Q\left(t_{1}\right) t_{1}\right) g\left(Q\left(t_{1}\right)\right) d Q\left(t_{1}\right)$,
where

$$
\begin{align*}
& K\left(Q(t), t ; Q\left(t_{1}\right), t_{1}\right) \\
& \quad=K_{0}\left(\left(Q(t), t ; Q\left(t_{1}\right), t_{1}\right) \exp \left(\frac{i}{\hbar}\left[f(Q(t))-f\left(Q\left(t_{1}\right)\right)\right]\right)\right. \tag{26}
\end{align*}
$$

according to Eq. (7).
From Eq. (23), we are forced to conclude that

$$
\begin{equation*}
\psi\left(Q\left(t_{1}\right), t_{1}\right)=\psi_{0}\left(Q\left(t_{1}\right), t_{1}\right) \exp \left(+\frac{i}{\hbar} f\left(Q\left(t_{1}\right), t_{1}\right)\right) . \tag{27}
\end{equation*}
$$

Using Eqs. (24), (25), (26), and (27), we get

$$
\begin{equation*}
\psi(Q(t), t)=\psi_{0}(Q(t), t) \exp \left(\frac{i}{\hbar} f(Q(t), t)\right) \tag{28}
\end{equation*}
$$

thus

$$
\begin{align*}
& \int \psi_{0}^{*}(Q(t), t) h\left(\frac{\hbar}{i} \frac{\partial}{\partial Q_{i}}, Q_{i}, t\right) \psi_{0}(Q(t), t) g(Q(t)) d Q(t) \\
& \quad=\int \psi^{*}(Q(t), t) h\left(\frac{\hbar}{i} \frac{\partial}{\partial Q_{i}}-\frac{\partial f}{\partial Q_{i}}, Q_{i}, t\right) \psi(Q(t), t) g(Q(t)) d Q(t) . \tag{29}
\end{align*}
$$

Note that the changes from $(\hbar / i)\left(\partial / \partial Q_{i}\right)$ in the ths of Eqs. (23) and (29) to

$$
\left(\frac{\hbar}{i} \frac{\partial}{\partial Q_{i}}-\frac{\partial f}{\partial Q_{i}}\right)
$$

in the rhs of EqS. (23) and (29) are due to the changes of canonical conjugate variables. For example, $P_{n}$, the canonical conjugate variable corresponding to $Q_{n}$ are, respectively,

$$
P_{n}=\frac{\partial L_{0}}{\partial Q_{n}}=A \frac{d^{n} x}{d t^{n}} \quad \text { in } L_{0}
$$

and

$$
P_{n}=\frac{\partial L}{\partial Q_{n}}=A \frac{d^{n} x}{d t^{n}}+\frac{\partial f}{\partial Q_{n}} \text { in } L
$$

From Eq. (29) we conclude that the two systems $L_{0}$ and $L_{0}+d f / d t$ are equivalent.
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# Hamiltonian cosmology: Death and transfiguration* 
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Following work of MacCallum and Taub, we show that for Bianchi-type universes of Ellis-MacCallum class B (Bianchi types II, III, IV, V, VI ${ }_{h \neq-1}$, VII $_{h=0}$ ) Hamiltonian cosmology breaks down. We construct a quasi-Hamiltonian theory for these models.

## I. INTRODUCTION

## A. Death

Hamiltonian cosmology is dead. The application of Hamiltonian techniques to the study of homogeneous cosmologies has been found to be invalid. Ehlers ${ }^{1}$ questioned whether simply inserting a homogeneous metric into an action functional for general relativity led to an action for the Einstein equations of that metric. For the most part Hamiltonian techniques were applied to Bianchi-type universes ${ }^{2}$ and it is now certain that for some of these Bianchi types Ehlers' worry was justified. Ellis and MacCallum ${ }^{3}$ have divided the nine Bianchi-type models into two groups, Class A (types $\mathrm{I}, \mathrm{II}, \mathrm{VI}_{-1}, \mathrm{VII}_{0}, \mathrm{VIII}, \mathrm{IX}$ ), and Class B (types I , III, IV, V, VI ${ }_{h \neq-1}$, VII $_{h \neq 0}$ ), and Hamiltonian cosmology fails for universes of Class B. It is relieving to note that the models most closely studied in Hamiltonian cosmology (types I and IX) are in Class A. It is also important to know that type $V$ models face problems, because if the present value for the cosmic luminous-matter density is any reasonable fraction of the total density, the real universe is type $V$.

The failure of Hamiltonian cosmology was first noted by MacCallum and Taub ${ }^{4}$ in a Hamiltonian formulation of their own. Most of the work on Hamiltonian cosmology has been based on the techniques of Arnowitt, Deser, and Misner ${ }^{5}$ (ADM), so we must investigate ADM Hamiltonian cosmology for the various Bianchi types. In this paper we show that the ADM method applied in a straightforward fashion is valid for Class A vacuum cosmologies but, like the MacCallum-Taub Hamiltonian method, fails for Class B models. We also show that this failure may be a symptom of a very general problem with the Einstein ${ }^{6}$ variational principle in noncoordinate frames.

## B. Transfiguration

It is possible to retrieve something of the ADM approach in Class B universes. In fact, the evolution equations of these models can be reduced to an almostHamiltonian form, and this is done below. A by-product of this reduction is that the "potential" terms in the Hamiltonians of Class A and the "quasi-Hamiltonians" of Class B can be written out explicitly for all Bianchi types. This is done in Appendix A.

Hamiltonian cosmology has often led to quantum cosmology, quantized models based on the Hamiltonians which appear. The fact that the evolution equations of Class B models are not Hamiltonian leads to difficulties in quantizing these models. This is discussed briefly in the final section of the paper.

## II. THE APPLICATION OF THE ADM METHOD TO HOMOGENEOUS METRICS

## A. The ADM method and homogenization

$\mathrm{ADM}^{5}$ write the action for general relativity in the absence of matter as ( $i, j=1,2,3$ )

$$
\begin{align*}
I= & \int \mathcal{L} d^{4} x=\int\left[-g_{i j} \partial_{\pi} \pi^{i j}+N g^{1 / 2}\left\{3 R+g^{-1}\left(\frac{1}{2} \pi^{2}-\pi^{i j} \pi_{i j}\right)\right\}\right. \\
& \left.+2 N_{i} \pi^{i j}{ }_{1 j}-2\left(\pi^{i j} N_{j}-\frac{1}{2} \pi N^{i}+N^{14} \sqrt{g}\right)_{, i}\right] d \tau d^{3} x . \tag{2.1}
\end{align*}
$$

We use the superscript ${ }^{4}$ to label four-dimensional quantities and ${ }^{3}$ to label quantities on $\tau=$ constant hypersurfaces. We define

$$
\begin{array}{ll}
g_{i j} \equiv{ }^{4} g_{i j}, & N \equiv\left(-{ }^{4} g^{00}\right)^{-1 / 2} \\
N_{i}={ }^{4} g_{0 i}, & \pi^{i j} \equiv\left(-{ }^{4} g\right)^{1 / 2}\left({ }^{4} \Gamma_{p q}^{0}-g_{p q}{ }^{4} \Gamma_{r s}^{0} g^{r s}\right) g^{i p} g^{j q} .
\end{array}
$$

The matrix $g^{i j}$ is the reciprocal of $g_{i j}$ and henceforth all $i, j$ indices will be raised and lowered by means of $g_{i j}$ and $g^{i j}$ unless we specifically say otherwise. In the action (2.1) $\tau$ is whatever coordinate we take to be "time", I means covariant differentiation on a $\tau=$ constant surface, and ${ }^{3} R$ is the curvature scalar formed from the spatial metric $g_{i j}$. Finally, $\pi \equiv \pi_{k}^{k}$. The variational equations for this action (varying with respect to $\pi^{i j}, g_{i j}, N$, and $N_{i}$ ) are

$$
\begin{align*}
& \partial_{\tau} g_{i j}= 2 N g^{-1 / 2}\left(\pi_{i j}-\frac{1}{2} g_{i j} \pi\right)+N_{i \mid j}+N_{f \mid i},  \tag{2.2a}\\
& \partial_{\tau} \pi^{i j}=-N \sqrt{g}\left({ }^{3} R^{i j}-\frac{1}{2} g^{i j 3} R\right)+N g^{-1 / 2} g^{i j}\left(\pi^{m n} \pi_{m n}-\frac{1}{2} \pi^{2}\right) \\
&-2 N g^{-1 / 2}\left(\pi^{i m} \pi_{m}^{j}-\pi \pi^{i j}\right)+\sqrt{g}\left(N^{i j j}-g^{i j} N^{1 m}{ }_{1 m}\right) \\
&+\left(\pi^{i j} N^{m}\right)_{\mid m}-N_{\mid m^{i}} \pi^{m j}-N_{1 m}^{j} \pi^{m i},  \tag{2.2b}\\
&{ }^{3} R+ g^{-1}\left(\pi^{2}-\pi^{i j} \pi_{i j}\right)=0,  \tag{2.2c}\\
& \pi^{i j}{ }_{\mid j}=0 . \tag{2.2d}
\end{align*}
$$

$\mathrm{ADM}^{5}$ show that these are equivalent to Einstein's equations in vacuum.

In the next section we attempt to apply the action (2.1) and Eqs. (2.2) to homogeneous, Bianchi-type cosmological metrics. In anticipation of this we study the "homogenization" of (2.1) and (2.2) and do this in a noncoordinate frame. Again anticipating we shall take the frame to be ( $d \tau, \sigma^{i}$ ), where the $\sigma^{i}=\xi_{j}^{i}\left(x^{k}\right) d x^{j}, i, j, k$ $=1,2,3$. By "homogenization" we mean that for the components of any geometric quantity $A$ (metric components, symbols, Riemann tensor components) in the frame ( $d \tau, \sigma^{t}$ ), $A_{, i} \equiv X_{i} A=0$, where the $X_{i}$ are vectors dual to the $\sigma^{i}$. Finally we shall let $N_{i}=0$, a coordinate condition which is usual in cosmology. Because $\pi^{i j}$ is a density and not a tensor, we must be careful in transforming from one frame to another, but one can see that Eqs. (2.2) with $N_{i}=0$ transform easily because only time derivatives of $\pi^{i j}$ appear and the frame we are
transforming to has $\sigma^{0}=d \tau$. Equation (2.2d) is also easily transformed because the covariant derivative of a density is well-defined.

The homogenized action and the homogenization of (2.2) are

$$
\begin{align*}
& I= \int\left[-g_{i j} \partial_{\tau} \pi^{i j}+N g^{1 / 2 / 3} R+g^{-1}\left(\frac{1}{2} \pi^{2}-\pi^{i j} \pi_{i j}\right\}\right. \\
&\left.+2 N_{i} \pi^{i j}{ }_{1 j}\right] d \tau \wedge \sigma^{1} \wedge \sigma^{2} \wedge \sigma^{3},  \tag{2.3a}\\
& \partial_{\tau} g_{i j}= 2 N g^{-1 / 2}\left(\pi_{i j}-\frac{1}{2} g_{i j} \pi\right),  \tag{2.3b}\\
& \partial_{\tau} \pi^{i j}=-N \sqrt{g}\left({ }^{3} R^{i j}-\frac{1}{2} g^{i j 3} R\right)+\frac{1}{2} N g^{-1 / 2} g^{i j}\left(\pi^{m n} \pi_{m n}-\frac{1}{2} \pi^{2}\right) \\
&-2 N g^{-1 / 2}\left(\pi^{i m} \pi_{m}^{j}-\frac{1}{2} \pi \pi^{i j}\right),  \tag{2.3c}\\
&{ }^{3} R+g^{-1}\left(\frac{1}{2} \pi^{2}-\pi^{i j} \pi_{i j}\right)=0,  \tag{2.3d}\\
& \pi^{i j}=0 . \tag{2.3e}
\end{align*}
$$

Notice that the choice $N_{i}=0$ has enabled us unambiguously to discard the total-divergence term in (2.1). We must now ask if Eqs. (2.3b-e) result from varying (2.3a). Because the variations for Eqs. (2. 3b, d) involve no space derivatives [and because $N_{i \mid j}=0$, also (2.3e)] these equations are obtained from (2.3a). The same is true for the term on the left-hand side of (2.3c) and the last two terms on the right-hand side. It is in the first term on the right-hand side of (2.3c) that the variational principle breaks down. This may seem strange as it comes from the variation of the term $N g^{1 / 23} R$ in (2.3a) and is a reflection of the three-dimensional analog of the Einstein variational principle for general relativity.

This variational equation is not necessarily straightforward in noncoordinate frames, as we shall see in the next subsection.

What happens in the specific homogeneous case we are considering? For a homogeneous three-space we have ${ }^{7}$
${ }^{3} R=-C_{l i}^{k} C_{k j}^{l} g^{i j}-\frac{1}{4} C_{i t}^{k} C_{s}^{m} g^{l s} g_{k m} g^{i j}+C_{k m}^{k} g^{m l} C_{l s}^{s}$
${ }^{3} R^{i j}=-\frac{1}{2} C^{k}{ }_{1 s} C_{k t}^{l} g^{s i} g^{t j}-\frac{1}{2} C^{a}{ }_{1 s} C_{k}^{b}{ }^{b}{ }^{t k} g_{a b s}{ }^{s i} g^{t j}$

$$
+\frac{1}{4} g^{s t} g^{b r} C_{s p}^{a} C_{t r o m a m b m}^{b} g_{b} g^{m i} g^{n j}
$$

$$
\begin{equation*}
+\frac{1}{2} C_{s m}^{s} g^{r t}\left(C_{t m}^{p} g_{p n}+C_{t m}^{p} g_{p m}\right) g^{m i} g^{n j} \tag{2.4b}
\end{equation*}
$$

where $C_{j k}^{i}$ is, as usual $\Gamma_{k j}^{i}-\Gamma_{j k}^{i}$. From these two expressions it is easy to see that

$$
\begin{align*}
\delta\left(\sqrt{g^{3}} R\right)= & \left(-{ }^{3} R^{i j}+\frac{1}{2} g^{i j 3} R\right) \sqrt{g} \delta g_{i j} \\
& +\left(\frac{1}{2} C_{s}^{s} g^{r t}\left(C_{t m}^{j} g^{m i}+C_{t n}^{i} g^{n j}\right)\right. \\
& \left.-C_{s r}^{s} C_{t p}^{p} g^{r i} g^{l j}\right) \sqrt{g} \delta g_{i j} . \tag{2.5}
\end{align*}
$$

We shall see in the next section how this affects the Hamiltonian formulation of Bianchi-type models.

## B. The Einstein variational principle in non-coordinate frames

The usual Einstein variational principle ${ }^{6}$ for a Riemannian or a pseudo-Riemannian space is

$$
\begin{equation*}
\delta \int R \sqrt{ \pm} g d V=\int\left(-R^{i j}+\frac{1}{2} g^{i j} R\right) \sqrt{ \pm} g \delta g_{i j} d V \tag{2.6}
\end{equation*}
$$

The usual proof of this relation begins by writing

$$
\begin{gather*}
\delta \int g^{i j} R_{i j} \sqrt{ \pm} g d V=\int-R^{i j} \sqrt{ \pm} g \delta g_{i j}+\frac{1}{2} g^{i j} R \sqrt{ \pm} g \delta g_{i j} d V \\
+\int g^{i j} \delta R_{i j} \sqrt{ \pm} g d V \tag{2.7}
\end{gather*}
$$

and then showing ${ }^{8}$ that $g^{i j} \delta R_{i j}=w_{;}^{l}$, where $w^{t}$ is the vector $g^{i j} \delta \Gamma_{i j}^{i}-g^{i t} \delta \Gamma_{i j}^{j}$. Rewriting $w_{; l}^{l}$ as

$$
\frac{1}{\sqrt{ \pm} g} \frac{\partial}{\partial x^{l}}\left(\sqrt{ \pm} g w^{l}\right)
$$

and using Gauss' theorem, the integral of $g^{i j} \delta R_{i j} \sqrt{ \pm} g$, over volume can be transformed into an integral of $w^{l}$ over a hypersurface surrounding the volume. Since the variations of the field are zero at the integration limits, $w^{2}=0$ there and the term in $\delta R_{i j}$ drops out.

Let us examine this proof in a noncoordinate frame. One might already be suspicious, as the vector $w^{l}$ involves the $\Gamma_{j k}^{i}$ which are not frame-independent quantities. Let us write $\tilde{g}_{i j}, \widetilde{R}_{i j}, \widetilde{\Gamma}_{j k}^{i}$ for the metric, Ricci tensor, and Christoffel symbols in a noncoordinate frame $\left\{\sigma^{1}, \sigma^{2}, \ldots, \sigma^{n}\right\}$. As before we have (where $d V$ $\equiv \sigma^{1} \wedge \sigma^{2} \wedge \ldots$, $\left.\sigma^{n}\right):$

$$
\begin{align*}
\delta \int \tilde{R}_{i j} \tilde{g}^{i j} \sqrt{ \pm} \tilde{g} d V= & -\int \tilde{R}^{i j} \delta g_{i j} \sqrt{ \pm} g d V+\frac{1}{2} \int \tilde{g}^{i j} \tilde{R} \sqrt{ \pm} \tilde{g} \delta \tilde{g}_{i j} d V \\
& +\int \tilde{g}^{i j} \delta \tilde{R}_{i j} \sqrt{ \pm} \tilde{g} d V \tag{2.8}
\end{align*}
$$

In a general frame $\tilde{R}_{i j}=\tilde{\Gamma}_{i j, k}^{k}-\tilde{\Gamma}_{i k j}^{k}+\tilde{\Gamma}_{i j}^{l} \tilde{\Gamma}_{i k}^{k}-\tilde{\Gamma}_{i k}^{\eta} \tilde{\Gamma}_{1 j}^{k}$ $-C_{k j}^{l} \tilde{\Gamma}_{i l}^{k}$. Once one notices that $\delta \tilde{\Gamma}_{j k}^{\prime}$ is a tensor as it is in a coordinate frame it is not difficult to show that

$$
\begin{equation*}
\tilde{g}^{i j} \delta \tilde{R}_{i j}=\tilde{w}_{; t}^{l}-C_{k m}^{k} \delta \tilde{\Gamma}_{j i}^{m} \tilde{g}^{i j} \tag{2.9}
\end{equation*}
$$

where $w^{l}$ is a vector whose components are the analogues of those in the coordinate frame with each quantity in the expression replaced by the same quantity with a tilde. By means of the generalized Stokes' theorem ${ }^{9}$ $\int_{M} d \omega=\int_{\partial M} \omega$ we can show that $\int \tilde{w}_{; i}^{l} \sqrt{ \pm} \tilde{g} d V=0$ as in a coordinate frame. The second term on the right-hand side of (2.9) is not the divergence of a vector.
This result means that one must be careful in applying the Einstein variational principle in noncoordinate frames. The exception to this caveat (to borrow from Ellis and MacCallum's terminology describing Bianchitype models) are spaces of class $A$ for which $C_{k m}^{k}=0$ and frames in which $C_{k m}^{k}$ can be made to vanish.

Gowdy ${ }^{10}$ has constructed a correct variational principle for the density $\sqrt{g} R$ in which the objects which are varied are not the metric components in the frame. Even this variational principle is not free from problems of boundary conditions which arise because $\delta \Gamma_{i j}^{m}$ which appears in $w^{l}$ contains derivatives of the metric, so that we may say roughly that not only the $\delta g_{i j}$, but $\left(\delta g_{i j}\right)_{,}$must be held zero on the boundary of the integration region. MacCallum and Taub ${ }^{4}$ feel that these boundary problems preclude finding any valid variational principle for Class B models, but whether the illness that they found is related to the problem we have discussed in the ADM case or is actually of this more basic type needs further study. ${ }^{11}$

In the previous subsection we saw that choosing one of the forms defining the frame we used to be $d \tau$ made the only modification of the four-dimensional variational principle appear as a modification of the variation of $\sqrt{g}^{3} R$.

## III. THE ADM METHOD AND BIANCHI-TYPE UNIVERSES

## A. The Bianchi-type models and the Ellis-MacCallum classification scheme

We write the metric of any Bianchi-type model as

$$
\begin{equation*}
d s^{2}=-d t^{2}+e^{-2 \Omega(t)} e_{i j}^{2 \beta(t)} \sigma^{i} \sigma^{j} \tag{3.1}
\end{equation*}
$$

where $\Omega(t)$ is a scalar and $\beta_{i j}^{(t)}$ is a $3 \times 3$ traceless matrix. Wherever $\Omega(t)$ is a monotonic function of $t$ it makes sense to make the coordinate transformation $t \rightarrow \Omega(t)$ and the metric becomes (with the definitions of Sec. II)

$$
d s^{2}=\left(-N^{2}+N^{i} N_{i}\right) d \Omega^{2}+2 N_{i} d \Omega \sigma^{i}+e^{-2 \Omega} e_{i j}^{2 \beta(\Omega)} \sigma^{i} \sigma^{j}
$$

Because $N_{i}=0$ in (3.1) and $\Omega=\Omega(t), N_{i}=0$ in (3.2), and we will discard them from here on.

It is useful to parametrize $\beta_{i j}$ by means of a parametrization due to Ryan $^{2}$ and Misner ${ }^{12}$ where we write

$$
\beta_{i j}=R_{i k}^{-1}\left(\beta_{d}\right)_{k l} R_{i j}
$$

where $R_{i j}$ is an Euler rotation matrix and $\beta_{d}$ is a diagonal traceless matrix parametrized by $\beta_{d}=\operatorname{diag}\left(\beta_{+}\right.$ $\left.+\sqrt{3} \beta_{-}, \beta_{+}-\sqrt{3} \beta_{-},-2 \beta_{+}\right)$. We parametrize a generic rotation matrix by $R=\exp \left(\psi \kappa_{3}\right) \exp \left(\theta \kappa_{2}\right) \exp \left(\varphi \kappa_{3}\right)$, where
$\kappa_{3}=\left[\begin{array}{rrr}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ and $\kappa_{2}=\left[\begin{array}{rrr}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0\end{array}\right]$.
For a general Bianchi-type model a solution of the Einstein equations gives the five quantities $\beta_{+,} \beta_{-,} \varphi, \psi, \theta$ as functions of $\Omega$. The procedure of Misner then gives these quantities as functions of cosmic time $t$.

For any Bianchi-type model the $\sigma^{i}$ obey

$$
\begin{equation*}
d \sigma^{i}=C_{j k}^{i} \sigma^{j} \wedge \sigma^{k} \tag{3.3}
\end{equation*}
$$

where the $C_{j k}^{i}$ are constant. Ellis and MacCallum ${ }^{3}$ have used the symmetries of the $C_{j k}^{i}$ to write

$$
\begin{equation*}
C_{j k}^{i}=\epsilon_{j k l} m^{l i}+\delta_{k}^{i} a_{j}-\delta_{j}^{i} a_{k} \tag{3.4}
\end{equation*}
$$

where $m^{i j}$ is a $3 \times 3$ symmetric matrix of constants and $a_{i}$ is a triple of constants. Various choices of $m$ and $a$ give the various Bianchi types. For example $m=0$, $a=0$ (Type I); $a=0, m^{i j}=\delta_{j}^{i}$ (Type IX); $m=0$,
$a_{i}=-\delta_{3}^{i}($ Type V$) ; a_{i}=-\frac{1}{2} \delta_{3}^{i}, \quad m=\frac{1}{2}\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ (Type IV).

## B. The application of the ADM method to Bianchitype universes

Since the Bianchi-type universes are homogeneous in the sense of Sec. II we need only insert $g_{i f}$ $=e^{-2 \Omega} e_{i j}^{2 \beta}$ into (2.3) and replace $\tau$ by $\Omega$. We can achieve an explicit Hamiltonian form for (2.3) by parametrizing $\pi^{i j}$ by

$$
\begin{equation*}
\pi^{i j}=e^{-\beta}\left[\left(p_{i j} / 2 \pi\right)+\frac{1}{3} \delta_{i j} \pi\right] e^{-\beta}, \tag{3.5}
\end{equation*}
$$

letting $\pi \equiv H / 2 \pi$ and parametrizing $p_{i j}$ by

$$
\begin{aligned}
& 6 p_{i j}=R^{-1}\left\{\alpha_{1} p_{+}+\alpha_{2} p_{-}+\alpha_{3} \frac{3 p_{\psi}}{\sinh (2 \sqrt{3} \beta)}\right. \\
& +\alpha_{4} \frac{3\left(p_{\varphi} \sin \psi-p_{\phi} \cos \theta \sin \psi+p_{\theta} \cos \psi \sin \theta\right.}{\sin \theta \sinh \left(3 \beta_{+}+\sqrt{3} \beta_{-}\right)}
\end{aligned}
$$

$$
\begin{equation*}
\left.+\alpha_{5} \frac{3\left(p_{\theta} \sin \psi \sin \theta-p_{\phi} \cos \psi+p_{\phi} \cos \psi \cos \theta\right.}{\sin \theta \sinh \left(3 \beta_{+}-\sqrt{3} \beta_{-}\right)}\right\} R \tag{3.6}
\end{equation*}
$$

where
$\alpha_{1}=\operatorname{diag}(1,1,-2), \quad \alpha_{2}=\operatorname{diag}(\sqrt{3},-\sqrt{3}, 0)$,
$\alpha_{3}=\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right], \quad \alpha_{4}=\left[\begin{array}{lll}0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0\end{array}\right], \quad \alpha_{5}=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{array}\right]$.
With these definitions (2.3a) becomes

$$
\begin{equation*}
I=\int\left[p_{+} d \beta_{+}+p_{-} d \beta_{-}+p_{\psi} d \psi+p_{\varphi} d \varphi+p_{\theta} d \theta-H d \Omega\right] \tag{3.7}
\end{equation*}
$$

(assuming the spatial constraint equations are solved). Solving the constraint (2.3d) for $H$ we find

$$
\begin{equation*}
H^{2}=6 \operatorname{Tr}\left[(p)^{2}\right]-24 \pi^{2} g^{3} R \tag{3.8}
\end{equation*}
$$

The space constraints may be easily computed (see Appendix B). The potential term $g^{3} R$ is given for all Bianchi types in Appendix A. The combination of (3.7) and (3.8) make up a well-defined Hamiltonian system, but because of the failure of the variational principle we must examine Equations (2.3b) and (2.3c) carefully. Inserting our parametrization for $\pi^{i j}$ and $\beta_{i j}$ into (2.3b) we quickly find that

$$
\begin{equation*}
\dot{q}_{i}=\frac{\partial H}{\partial \dot{p}_{i}} \tag{3.9}
\end{equation*}
$$

where a dot means $d / d \Omega$ and we have let $\left(\beta_{+}-q_{1}, \beta_{-}-q_{2}\right.$, $\left.\psi \rightarrow q_{3}, \quad \theta \rightarrow q_{4}, \varphi \rightarrow q_{5}\right)$ and $p_{+} \rightarrow p_{1}$, etc.

Inserting our parametrizations into (2.3c) we find, after an unconscionable amount of algebra (in which the beauty of mathematics is shown by the most likely collections of terms combining to give exactly what is needed) we find two sets of equations

$$
\begin{align*}
& \dot{H}=\frac{\partial H}{\partial \Omega}  \tag{3.10}\\
& \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}-e^{-4 \Omega} H^{-1} \boldsymbol{V}_{i}\left(q_{k}\right) \tag{3.11}
\end{align*}
$$

The $V_{i}$ are

$$
\begin{align*}
\mathscr{V}_{1}= & 144 \pi^{2}\left\{-A_{2} M^{13} e^{-2 \beta_{+}-2 \sqrt{3} \beta_{-}}+A_{1} M^{23} e^{-2 \beta_{+}-2 \sqrt{3} \beta_{-}}\right. \\
& \left.-\left(A_{1}\right)^{2} e^{-2 \beta_{+}-2 \sqrt{3} \beta_{-}}-\left(A_{2}\right)^{2} e^{-2 \beta_{+}+2 \sqrt{3} \beta_{-}}+2\left(A_{3}\right)^{2} e^{4 \beta_{+}}\right\} \tag{3.12a}
\end{align*}
$$

$$
\mathscr{V}_{4}=144 \pi^{2}\left\{\operatorname { s i n } \psi \operatorname { s i n } \theta \operatorname { s i n h } ( 3 \beta _ { + } + \sqrt { 3 } \beta _ { - } ) \left[\frac{1}{3} A_{3} M^{32} e^{2 \beta_{+}-2 \sqrt{3} \beta_{-}}\right.\right.
$$

$$
-\frac{1}{3} A_{2} M^{33} e^{-5 \beta_{+}+\sqrt{3} \beta_{-}}-\frac{1}{3} A_{1} M^{12} e^{\beta_{+}-\sqrt{3} \beta_{-}}
$$

$$
+\frac{1}{3} A_{2} M^{11} e^{\beta_{+}+3 \sqrt{5 \beta_{-}}}-A_{1} A_{3} e^{4 \beta_{+}}-A_{1} A_{3} e^{\left.-2 \beta_{+}-2 \sqrt{3} \beta_{-}\right]}
$$

$$
-\cos \psi \sin \theta \sinh \left(3 \beta_{+}-\sqrt{3} \beta\right)\left[\frac{1}{3} A_{1} M^{33} e^{-5 \beta_{+}-\sqrt{3} \beta}\right.
$$

$$
-\frac{1}{3} A_{3} M^{13} e^{\beta_{+}+\sqrt{3} \beta_{-}}+\frac{1}{3} A_{2} M^{12} e^{\beta_{+}+\sqrt{3} \beta_{-}}
$$

$$
-\frac{1}{3} A_{1} M^{22} e^{-3 \beta_{+}-3 \sqrt{33}-}-A_{2} A_{3} e^{4 \beta_{+}}
$$

$$
\left.\left.-A_{2} A_{3} e^{-2 \beta_{+}+2 \sqrt{3} \beta_{-}}\right]\right\}
$$

$$
\begin{align*}
& \mathscr{V}_{2}=144 \pi^{2\left\{\frac{1}{3} A_{1} M^{23} e^{-2 \beta_{+-} 2 \sqrt{3}-}-\frac{1}{3} A_{2} M^{13} e^{-2 \beta_{+}+2 \sqrt{3} B_{-}}\right.} \\
& \left.-\sqrt{3}\left(A_{1}\right)^{2} e^{-2 \beta_{+}-2 \sqrt{3} \beta_{n}}-\sqrt{3}\left(A_{2}\right)^{2} e^{-2 \beta_{+}+2 \sqrt{3} \beta_{-}}\right\},  \tag{3.12b}\\
& \boldsymbol{\nu}_{3}=144 \pi^{2}\left\{\frac{1}{3} A_{3} M^{22} e^{4 \beta_{+}-2 \sqrt{3} \beta_{-}}-\frac{1}{3} A_{1} M^{23} e^{-2 \beta_{+}}+\frac{1}{3} A_{1} M^{13} e^{-2 \beta_{+}}\right. \\
& +\frac{1}{3} A_{3} M^{11} e^{4 \beta_{+}+\sqrt{3} \beta_{-}}-A_{1} A_{2} e^{-2 \beta_{+}+2 \sqrt{3} \beta_{-}} \\
& \left.-A_{1} A_{2} e^{-2 \beta_{+}-2 \sqrt{3} \beta_{-}}\right\} \sinh \left(2 \sqrt{3} \beta_{-}\right),
\end{align*}
$$

$$
\begin{aligned}
& \boldsymbol{V}_{5}= 144 \pi^{2}\left\{\operatorname { c o s } \psi \operatorname { s i n h } ( 3 \beta _ { + } + \sqrt { 3 } \beta _ { - } ) \left[\frac{1}{3} A_{3} M^{32} e^{2 \beta_{+}-2 \sqrt{5} \beta_{-}}\right.\right. \\
&-\frac{1}{3} A_{3} M^{33} e^{-5 \beta_{+}+\sqrt{3} \beta_{-}}-\frac{1}{3} A_{1} M^{12} e^{\beta_{+}-\sqrt{5} \beta_{-}} \\
&-\frac{1}{3} A_{2} M^{11} e^{\beta_{+}+\sqrt{3} \beta_{-}}-A_{1} A_{2} e^{4 \beta_{+}} \\
&-A_{1} A_{2} e^{\left.-2 \beta_{+}-2 \sqrt{3} \beta_{-}\right]} \\
&+\sin \psi \sinh \left(3 \beta_{+}-\sqrt{3} \beta_{-}\right)\left[\frac{1}{3} A_{1} M^{33} e^{-5 \beta_{+}-\sqrt{5} \beta_{-}}\right. \\
&-\frac{1}{3} A_{3} M^{13} e^{\beta_{+}+\sqrt{3} B_{-}}+\frac{1}{3} A_{2} M^{12} e^{\beta_{+}+\sqrt{3} \beta_{-}} \\
&-\frac{1}{3} A_{1} M^{22} e^{-3 B_{+}-3 \sqrt{3} \beta_{-}}-A_{2} A_{3} e^{4 \beta_{+}} \\
&\left.\left.-A_{2} A_{3} e^{-2 \beta_{+}+2 \sqrt{3} 3 B_{-}}\right]\right\},
\end{aligned}
$$

where $M^{i j}=R_{i k} m^{k l} R_{i j}^{-1}$ and $A_{i}=R_{i j} a_{j}$. Notice that all the terms in each of the $\nu_{i}$ are proportional to one of the $A_{i}$ so that the $\nu_{i}$ are all zero if the $C_{k i}^{k} \alpha R_{i j}^{-1} A_{j}$ are zero.

Classically, the fact that Equation (3.11) are not exactly Hamiltonian is not too important, since they are close enough for calculations to be carried out. In fact, the terms in $\nu_{i}$ will be negligible for large $\Omega$ except in certain small portions of $\beta_{+}, \beta, \varphi, \psi, \theta$ space. In the "wall" picture of Misner ${ }^{12}$ these terms would add "quasiwalls" where the universe point would change direction, and the non-Hamiltonian form would only make the computation of bounce laws from these quasiwalls more difficult. When we try to study the quantization of Class B universes, we find ourselves in more difficulty. This will be discussed below.

We have neglected the space constraints (2.3e). These are given in Appendix B for all Bianchi-type models. In diagonal type V models a helpful cancellation occurs. $\boldsymbol{\gamma}_{2}$ becomes zero and the space constraint (see Appendix B) implies $\beta_{+}=$const. This allows one to write the evolution equations in Hamiltonian form. For other Class B models the space constraints are not helpful.

While reducing the Einstein equations to the forms (3.9), (3.10), (3.11) is helpful, it is necessary to attempt to find a true Hamiltonian formulation based on a correct variational principle.

## IV. QUANTIZATION

There is very little that can be said about quantizing Class B models in the context of the ADM method as it was applied above. It is impossible to reconcile the commutation relations [ $p_{i} q_{i}$ ] $=i \hbar$ with the equation of motion (3.11). Notice that it is possible to quantize the equations far from the quasiwalls where the nonHamiltonian terms become important, so we could construct wavepackets in these regions, but we could not connect these solutions with any kind of bounce law. In order to quantize these models properly, we would need a theory based on a correct variational principle freed from problems of boundary conditions.

## APPENDIX A: MISCELLANY

For Class $B$ universes we have

| Bianchi Type | $m^{i j}$ | $a_{1}$ |
| :--- | :---: | :---: |
| III | $\frac{1}{2} \alpha_{3}$ | $-\frac{1}{2} \delta_{3}^{i}$ |
| IV | $\operatorname{diag}(1,0,0)$ | $-\delta_{3}^{i}$ |
| V | 0 | $-\delta_{3}^{i}$ |
| VI $_{h}$ | $-\frac{1}{2}(1-h) \alpha_{3}$ | $-(1+h) \delta_{3}^{i}$ |
| VIII $_{h}$ | $\operatorname{diag}(0,-1,0)+\alpha_{3}$ | $-h \delta_{3}^{i}$ |

Here $\alpha_{3}$ is the same matrix as in the expression (3.6).
The potential terms in the "Hamiltonian" in (3.8) are $24 \pi^{2} g^{3} R$. In terms of $\beta_{d}, R, M^{i j}$, and $A_{i}$ we find that (for any Bianchi type)
$24 \pi^{2} g^{3} R=e^{-4 \Omega}\left\{e_{i j}^{-2 \beta d}\left(\operatorname{adj} M^{i j}-M^{i j} M^{k l} e_{i l}^{2 \beta d} e_{j k}^{2 \beta d}-6 A_{i} A_{j} e_{i j}^{28 \beta}\right\}\right.$,
where $\operatorname{adj} M$ is the classical adjoint of $M$.
The triplet $A_{i}$ is not difficult to write out for any Class B model, in fact,

$$
A_{i}=E(\sin \psi \sin \theta, \cos \psi \sin \theta, \cos \theta),
$$

where $E$ is the factor miltiplying $\delta_{3}^{i}$ in the table above. The matrix $M$ is quite complicated even in the simplest cases. The diligent can convince themselves of this by computing $M$ for type IV.

## APPENDIX B: THE SPACE CONSTRAINTS

If we let $\alpha_{i j} \equiv 6 R_{i k}^{-1} p_{k i} R_{i j}$, then the space constraints (2.3e) become

$$
e_{i f}^{-\beta a} \epsilon_{b f r} e_{r w}^{\beta d} \alpha_{g r} e_{a d}^{\beta d} M^{d w}+3 e_{i b}^{-\beta d} A_{t} e_{t q}^{-\beta d} \alpha_{q b}=0 .
$$

For a type $V$ model as an example these three equations read

$$
\begin{aligned}
& A_{1}\left(p_{+}+\sqrt{3} p_{-}\right) e^{-2\left(\beta_{+}+\sqrt{3} \beta_{-}\right)}+3 A_{2} e^{-2 \beta_{+}} \frac{p_{\psi}}{\sinh \left(2 \sqrt{3} \beta_{-}\right)} \\
& \quad+3 A_{3} e^{\beta_{+}-\sqrt{3} \beta_{-}} \frac{\left(p_{\varphi} \sin \psi-p_{\phi} \cos \theta \sin \psi+p_{\theta} \cos \psi \sin \theta\right)}{\sin \theta \sinh \left(3 \beta_{+}+\sqrt{3} \beta_{-}\right)}=0,
\end{aligned}
$$

$$
\begin{align*}
& 3 A_{1} e^{-2 \beta_{+}} \frac{p_{\varphi}}{\sinh \left(2 \sqrt{3} \beta_{-}\right)}+A_{2}\left(p_{+}-\sqrt{3} p_{-}\right) e^{-2\left(\beta_{+}-\sqrt{3} \beta_{-}\right)}+3 A_{3} e^{\beta_{+}+\sqrt{3} \beta_{-}}  \tag{B1}\\
& \quad \times \frac{\left(p_{\theta} \sin \psi \sin \theta-p_{\varphi} \cos \psi+p_{\varphi} \cos \psi \cos \theta\right)}{\sin \theta \sinh \left(3 \beta_{+}-\sqrt{3} \beta_{-}\right)}=0  \tag{B2}\\
& 3 A_{1} e^{\beta_{+}-\sqrt{3} \beta_{-}} \frac{\left(p_{\varphi} \sin \psi-p_{\psi} \cos \theta \sin \psi+p_{\theta} \cos \psi \sin \theta\right)}{\sin \theta \sinh \left(3 \beta_{+}+\sqrt{3} \beta_{-}\right)}+3 A_{2} e^{\beta_{+}+\sqrt{3} \beta_{-}} \\
& \times \frac{\left(p_{\theta} \sin \psi \sin \theta-p_{\varphi} \cos \psi+p_{\varphi} \cos \psi \cos \theta\right)}{\sin \theta \sinh \left(3 \beta_{+}-\sqrt{3} \beta_{-}\right)}-2 A_{3} e^{4 \beta_{+}} p_{+}=0
\end{align*}
$$

(B3)
Notice that for diagonal type- V models these equations reduce to $p_{+}=0$.
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# Spherically symmetric static space-times which admit stationary Killing tensors of rank two 

I. Hauser and R. J. Malhiot<br>Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616<br>(Received 7 July 1972)

All spherically symmetric static space-times for which a nonredundant stationary Killing tensor of rank two exists are found and discussed. The results include explicit forms for the line elements, the Killing tensors, and the corresponding quadratic constants of geodesic motion. Included as special cases are relativistic analogs of the Lenz vector and of the quadratic constant of the motion peculiar to the spatial harmonic oscillator.

## 1. INTRODUCTION

Any symmetric tensor $K_{\alpha \beta}$ which satisfies the condition

$$
\begin{equation*}
K_{(\alpha \beta ; \gamma)}=0 \tag{1}
\end{equation*}
$$

is called a Killing tensor ${ }^{1}$ of the second rank. $K_{\alpha \beta}$ will be called redundant if it is equal to some linear combination with constant coefficients of the metric tensor $g_{\alpha \beta}$ and of terms of the form $A_{(\alpha} B_{\beta}$ ) where $A_{\alpha}$ and $B_{\beta}$ are Killing vectors. Our objective is to find all spherically symmetric static space-times for which a nonredundant stationary ${ }^{2}$ Killing tensor of rank two exists.

This objective is a limited part of a more general program of determining space-times which admit nonredundant Killing tensors in addition to some given group of isometries. The program is still in its infancy with regard to techniques of calculation. There is the well-known technique ${ }^{3}$ of handling a symmetric tensor by choosing an orthonormal tetrad relative to which the tensor has a Jordan canonical form. However, as discussed in Sec. 5, this method is not appropriate when there is a given group of isometries. A subsidiary purpose of this paper is to explore methods of handling Killing tensors when working in a coordinate system adapted to the given isometries.
With few exceptions, ${ }^{4,5}$ previous work ${ }^{6-9}$ on spacetimes or other Riemannian spaces which admit Killing tensors did not impose specific isometry constraints such as ours. Nor was the problem of redundancy considered in any detail.

Even apart from problems of redundancy, little has been done on Killing tensors in general relativity. A noteworthy exception is the work of V.I. Golikov ${ }^{7}$ and of C. F. Martin ${ }^{8}$ who independently found all space-times which admit geodesic correspondences. Each geodesic correspondence uniquely determines a Killing tensor which typifies the correspondence. Further details pertinent to our own work are given in the discussion of results in Sec. 5.

It is worthwhile reviewing the principal motivations for studying such hidden symmetry conditions as the existence of nonredundant Killing tensors. We recall that Eq. (1) is equivalent to the statement that, for any geodesic motion of a test particle with a world velocity $p^{u}$, the scalar $K_{u} p^{\prime} p^{\nu}$ is a constant of the motion. Therefore, our particular problem is one of finding all spherically symmetric static space-times which admit stationary quadratic first integrals of geodesic motion subject to the proviso that these first integrals be func-
tionally independent of $g_{\mu \nu} p^{\mu} p^{\nu}$ and of all linear first integrals of geodesic motion. This is an extension of the classical problem of determining those central force fields in which a nonrelativistic particle has a constant of the motion which is a second degree polynomial in the momentum components and which is functionally independent of the Hamiltonian and the angular momentum. There are exactly two central potentials, viz. $r^{-1}$ and $r^{2}$, which satisfy these criteria.

The above classical example illustrates how hidden symmetry criteria can select dynamically interesting fields. This example and its analogues in particle physics are the principal motivations for searching for space-times which admit nonredundant Killing tensors.
The Kerr metric furnishes additional support for such a program in general relativity. Here, we have in mind the quadratic first integral of geodesic motion which Carter ${ }^{5}$ has found as a byproduct of his work demonstrating that the Hamilton-Jacobi and Klein-Gordon equations are separable for the Kerr metric.
Carter ${ }^{10}$ has also derived a broad class of line elements which include the Kerr metric as a special case and which satisfy certain separability criteria in addition to having the two Killing vectors characteristic of axially symmetric stationary space-times. The general relation ${ }^{11}$ between separability criteria and hidden symmetry criteria is still an open question and deserves further investigation. However, Carter's separability conditions have no direct bearing on the present paper, because all spherically symmetric static space-times satisfy these conditions.

The present paper contains perhaps the first calculation of Killing tensors in which the nonredundant ones are completely sifted out from the others. We are able to do this easily, because we are working with a class of spaces whose Killing vectors are all explicitly known. ${ }^{4}$ These Killing vectors and the corresponding first integrals of geodesic motion are given in Sec. 2.
The key steps in our calculation of the Killing tensors and the corresponding line elements are outlined in Sec. 3. Almost all calculational details are omitted, since the calculations are long, though straightforward in our opinion. Schwarzschild coordinates $\theta, \phi, r, t$ were found convenient for the calculations of Sec. 3, but the key results are simplest when expressed in terms of coordinates $\theta, \phi, s, t$ for which the line element has the form

$$
\begin{equation*}
\Phi=r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)+(r / s)^{4} d s^{2}-e^{\nu} d t^{2}, \tag{2}
\end{equation*}
$$

TABLE I. Constants of geodesic motion $V_{i}$ and $W_{i}$ peculiar to the Minkowski, Einstein static model, and de Sitter spaces. $i=1,2,3$. The line elements are all of the form $\Phi=r^{2}\left(d \theta^{2}\right.$ $\left.+\sin ^{2} \theta d \phi^{2}\right)+(\exp \lambda) d r^{2}-(\exp \nu) d t^{2}$.

| Name of Space $\exp \lambda$ | $\exp \nu$ | $V_{i}$ | $W_{i}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| Minkowski | 1 | 1 | $\dot{x}_{i}$ | $t \dot{x}_{i}+p_{4} x_{i}$ |
| Einstein static <br> model | $\left[1-\left(\frac{r}{R}\right)^{2}\right]^{-1} 1$ | $u_{i}$ | 0 |  |
| de Sitter | $\left[1-\left(\frac{r}{R}\right)^{2}\right]^{-1} 1-\left(\frac{r}{R}\right)^{2}$ | $v_{i}$ | $w_{i}$ |  |

where $r$ and $\nu$ depend only on $s$. The results for the metric tensor, the constants of the motion, and the Cartan components of the matter tensor are all given in terms of these coordinates in Sec. 4.

The results and perspectives for further work are discussed in the fifth section. The results do not include the Schwarzschild line element. Nor do they include the Einstein and de Sitter static models of the universe, but several of our line elements have the Einstein and de Sitter line elements as limiting cases, and the corresponding Killing tensors have redundant limits corresponding to the special isometries of these models.

The fifth section also includes a discussion of the singularities of the matter tensor and the sign of the energy density. Only the limiting cases of the Einstein and de Sitter static models have perfect fluid matter tensors. The new line elements obtained by us cannot be attributed to any obviously interesting single source.

We now review the well-known ${ }^{3}$ Killing vectors of spherically symmetric static space-times. In addition to the generators of infinitesimal rotations and time translations, there are the Killing vectors which are peculiar to the Einstein and de Sitter static models of the universe. These Killing vectors will be needed in later calculations for the purpose of identifying redundant Killing tensors.

## 2. THE KILLING VECTORS

Greek small letter scripts will have the values 1, 2 , 3,4 . Latin small scripts will have the values $1,2,3$. Schwarzschild coordinates,

$$
\xi^{1}=\theta, \quad \xi^{2}=\phi, \quad \xi^{3}=r, \quad \xi^{4}=t
$$

are used. Our line element is

$$
\begin{align*}
\Phi & =g_{\alpha \beta} d \xi^{\alpha} d \xi^{\beta} \\
& =r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)+(\exp \lambda) d r^{2}-(\exp \nu) d t^{2} \tag{3}
\end{align*}
$$

where $\lambda$ and $\nu$ depend on $r$ alone. The summation convention will apply to all small letter scripts.

The metric components from Eq. (3) are inserted into the defining equation, $K_{(\alpha ; \beta)}=0$, for a Killing vector $K_{\alpha}$. Ten distinct differential equations for the Killing vector components are thereby obtained. The solution of these equations is given below in a form which covers all possible choices of $\lambda(r)$ and $\nu(r)$ :

$$
\begin{equation*}
K_{\alpha}=\epsilon g_{\alpha 4}+\omega_{i j} x_{i} \frac{\partial x_{j}}{\partial \xi^{\alpha}}+\rho_{\alpha}^{\beta} \frac{\partial}{\partial \xi^{\beta}}\left(C a_{j} x_{j}+S b_{j} x_{j}\right) \tag{4}
\end{equation*}
$$

$\epsilon, \omega_{i j}=-\omega_{j i}, a_{j}$, and $b_{j}$ are arbitrary real parameters, and

$$
\begin{align*}
& x_{1}=r \sin \theta \cos \phi, \quad x_{2}=r \sin \theta \sin \phi, \quad x_{3}=r \cos \theta ;  \tag{5}\\
& \rho_{1}^{1}=\rho_{2}^{2}=\exp \left(-\frac{1}{2} \lambda\right), \quad \rho_{3}^{3}=\exp \left(\frac{1}{2} \lambda\right), \\
& \rho_{4}^{4}=-\exp \left(\frac{1}{2} \nu\right) ; \quad \rho_{\alpha}^{\beta}=0, \quad \alpha \neq \beta . \tag{6}
\end{align*}
$$

$C$ and $S$ depend at most on $t$ and are both zero except for the Minkowski space, the Einstein static model, and the de Sitter model. For the Minkowski space,

$$
\begin{equation*}
C=1, \quad S=t \tag{7a}
\end{equation*}
$$

for the Einstein static model,

$$
\begin{equation*}
C=1, \quad S=0 \tag{7b}
\end{equation*}
$$

for the de Sitter model,

$$
\begin{equation*}
C=\cosh (t / R), \quad S=\sinh (t / R) \tag{7c}
\end{equation*}
$$

where $R$ is a constant. $\exp \lambda$ and $\exp \nu$ for these spaces are given in Table I.

The Killing vector of Eq. (4) yields the following constant of geodesic motion:

$$
\begin{equation*}
K_{\alpha} \dot{\xi}^{\alpha}=\epsilon p_{4}+\frac{1}{2} \omega_{i j} l_{i j}+a_{i} V_{i}+b_{i} W_{i} \tag{8}
\end{equation*}
$$

where $\dot{\xi}^{\alpha}=d \xi^{\alpha} / d \tau$, and $\tau$ is an arbitrarily chosen affine parameter. The constants of geodesic motion $p_{4}$ and $l_{i j}$ are given by the equations

$$
\begin{align*}
& p_{4}=-(\exp v) \dot{t}  \tag{9}\\
& l_{i j}=x_{i} \dot{x}_{j}-x_{j} \dot{x}_{i}
\end{align*}
$$

The constants of geodesic motion $V_{i}$ and $W_{i}$ are both zero except for the Minkowski space, the Einstein static model, and the de Sitter model. For these spaces, they are given in Table I in terms of dynamical variables which have broader application than the present context and which will now be dfined.

The dynamical variable $u_{i}$ is defined for all spherically symmetric static space-times by the equation

$$
\begin{equation*}
u_{i}=\left[\left(\exp \frac{1}{2} \lambda\right) \dot{r} \delta_{i j}-s^{-1} l_{i j}\right]\left(x_{j} / r\right) \tag{10}
\end{equation*}
$$

The variable $s$ in Eq. (10) is the same one used in Eq. (2) and is defined apart from a sign and a constant of integration by the equation

$$
\begin{equation*}
d s^{2}=(s / r)^{4}(\exp \lambda) d r^{2} \tag{11}
\end{equation*}
$$

$s$ will be chosen positive for all $\lambda(r)$. In the special cases of the Minkowski, Einstein static model, and de Sitter spaces, the constant of integration is chosen so that integration of Eq. (11) yields

$$
\begin{equation*}
s=\left(\exp \frac{1}{2} \lambda\right) r \tag{12}
\end{equation*}
$$

Note that $u_{i}=\dot{x}_{i}$ for the Minkowski space.
The dynamical variables $v_{i}$ and $w_{i}$ which appear in Table I are defined for all spherically symmetric static space-times for which

$$
\begin{equation*}
\exp (-\nu)=a_{0}+b_{0} s^{2} \tag{13}
\end{equation*}
$$

where $a_{0}$ and $b_{0}$ are constants. They are defined as follows:

$$
\begin{align*}
& v_{i}=u_{i} \cosh \left(\sqrt{b}_{0} t\right)+s_{i} p_{4} \sqrt{b}_{0} \sinh \left(\sqrt{b}_{0} t\right) \\
& w_{i}=u_{i} \sinh \left(\sqrt{b}_{0} t\right)+s_{i} p_{4} \sqrt{b}_{0} \cosh \left(\sqrt{b}_{0} t\right) \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
s_{i}=(s / r) x_{i} \tag{15}
\end{equation*}
$$

In the special case of the de Sitter model, $\exp \nu$ $=\exp (-\lambda)$, and $\sqrt{b}_{0}=1 / R$.

The variables $p_{4}, l_{i j}, u_{i}, v_{i}$, and $w_{i}$ as defined above by Eqs. (9), (10), and (14) will also appear later in our Killing tensor calculations. The procedure for computing the nonredundant Killing tensors is considered next.

## 3. THE KILLING TENSORS

Corresponding to all possible values of the scripts ( $\alpha \beta \gamma$ ) in Eq. (1), there are twenty distinct differential equations which are to be used to determine the Killing tensor components. We work with the contravariant components, since the equations are then a little simpler in our particular problem. The form of the metric given in Eq. (3) will be used from the outset of the calculations; also, only those solutions of Eq. (1) which are independent of $t$ are considered. ${ }^{2}$

Those seven of the differential equations which correspond to the script values ( $i j 4$ ) and (444) involve only the components $K^{i 4}$ and are identical with the differential equations which define any time independent Killing vector $K^{\alpha}$ whose fourth component is zero. Since none of the other equations contain $K^{i 4}$, the solution of Eq. (1) is completely reducible to the sum,

$$
K^{\alpha \beta}=A^{(\alpha} B^{\beta)}+C^{\alpha \beta}
$$

where

$$
K^{i 4}=A^{i} B^{4}, \quad K^{i j}=C^{i j}, \quad K^{44}=C^{44}
$$

$A^{\alpha}$ is the Killing vector given by Eq. (4) with $\epsilon=0$ and $d C / d t=d S / d t=0$, and $B^{\alpha}$ is the Killing vector given by Eq. (4) with $\omega_{i j}=0$ and $C=S=0$.

Since $K^{i 4}$ is redundant, only the thirteen equations involving $K^{i j}$ and $K^{44}$ are of further interest to us. The following radial functions play a key role in the analysis of these equations:

$$
\begin{align*}
& R_{1}=\int d r\left(e^{\lambda / 2} / r^{2}\right), \quad R_{2}=\int d r\left(R_{1} e^{\lambda / 2} / r^{2}\right) \\
& R_{3}=e^{-\lambda / 2} / r, \quad R_{4}=r^{-2}-R_{1} R_{3}, \quad R_{5}=1 \tag{16}
\end{align*}
$$

Out of the thirteen equations, the seven corresponding to the script values (333), (443), (332), (331), (123), (113), and (223) can be integrated in succession to furnish us with the radial dependences of the Killing tensor components. The integrations are straightforward and yield

$$
\begin{aligned}
& K^{33}=e^{-\lambda} f^{33}, K^{44}=f^{44}-e^{-\nu} f^{33} \\
& K^{23}=e^{\lambda / 2}\left(f^{23}-\frac{R_{1}}{2 \sin ^{2} \theta} \frac{\partial f^{33}}{\partial \phi}\right) \\
& K^{31}=e^{-\lambda / 2}\left(f^{31}-\frac{R_{1}}{2} \frac{\partial f^{33}}{\partial \theta}\right) \\
& K^{11}=f^{11}+\frac{1}{r^{2}} f^{23}-2 R_{1} \frac{\partial f^{31}}{\partial \theta}+R_{2} \frac{\partial^{2} f^{33}}{\partial \theta^{2}} \\
& K^{12}=f^{12}-R_{1}\left(\frac{\partial f^{23}}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial f^{31}}{\partial \phi}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{R_{2}}{\sin ^{2} \theta}\left(\frac{\partial^{2} f^{33}}{\partial \phi^{\partial} \theta}-\cot \theta \frac{\partial f^{33}}{\partial \phi}\right) \\
K^{22}= & f^{22}+\frac{1}{r^{2} \sin ^{2} \theta} f^{33}-\frac{2 R_{1}}{\sin ^{2} \theta}\left(\frac{\partial f^{23}}{\partial \phi}+\cot \theta f^{31}\right) \\
& +\frac{R_{2}}{\sin ^{2} \theta}\left(\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} f^{33}}{\partial \phi^{2}}+\cot \theta \frac{\partial f^{33}}{\partial \theta}\right) \tag{17}
\end{align*}
$$

Above, $f^{i j}$ and $f^{44}$ depend only on $\theta$ and $\phi$ and are still to be determined. (The dependence on $\phi$ will clearly involve only the terms $1, \cos \phi, \sin \phi, \cos 2 \phi$, and $\sin 2 \phi)$.

We have exhausted all but six of the equations (1). Those four of the remaining equations which correspond to the script values (112), (221), (111), and (222) are now used to determine $f^{i j}$. The four equations all have the following structure after substituting the expressions (17) into them and grouping terms:

$$
\begin{equation*}
\sum_{A=1}^{5} R_{A} F_{A B}(\theta, \phi)=0 ; \quad B=1,2,3,4 \tag{18}
\end{equation*}
$$

The radial functions $R_{A}$ are defined by Eqs. (16). The spherical functions $F_{A B}$ are linear homogeneous expressions in $f^{i j}$. We do not list these expressions since they are rather long and do not illuminate the key steps in the calculations.

Before solving Eqs. (18) for the spherical functions $f^{i j}$, it is expedient to classify the various cases of linear interdependence of the radial functions $R_{A}$. Let the number of functions in any maximal linearly independent subset of the set $\left\{R_{1}, R_{2}, R_{3}, R_{4}, R_{5}\right\}$ be called its rank. Since $R_{1}, R_{2}$, and $R_{5}$ are linearly independent for any $\lambda(r)$, the rank is always 3,4 , or 5 . The cases of rank 3 and 4 have, in turn, a variety of subcases depending on the particular linear relations which hold between these radial functions.

The number of subcases is significantly lessened by appropriate choices of the constants of integration in the definitions (16) of $R_{1}$ and $R_{2}$. By such choices, the linear structure of the functions $R_{A}$ corresponding to any given $\lambda(r)$ can be reduced to one of the following types:
I. $\quad R_{3}=-\beta R_{1}, \quad R_{4}=4 \beta R_{2}, \quad$ rank $=3 ;$
II. $\quad R_{3}=\alpha, \quad R_{4}=-3 \alpha R_{1}, \quad \operatorname{rank}=3$;
III. $R_{3}=\alpha R_{2}, \quad$ rank $=4$;
IV. $R_{4}=\gamma R_{1}+\delta, \quad \operatorname{rank}=4$;
V. $\quad R_{4}=4 \beta R_{2}+\gamma R_{1}, \quad \operatorname{rank}=4$;
VI. $\quad \operatorname{rank}=5$.

Above, $\alpha$ and $\beta$ are nonzero constants, whereas $\gamma$ and $\delta$ are constants which may be zero.

For each of the above $\lambda(r)$ types I to VI, specific linear relations are obtained between the expressions $F_{A B}$ in Eqs. (18). These relations are then solved for $f^{i j}$. For all $\lambda(r)$ except those corresponding to type I with $\beta=1, \frac{1}{4}$, or 4 and type $V$ with $\gamma=0$ and $\beta=1$ or $\frac{1}{4}$, the solution is as follows:

$$
\begin{align*}
& f^{11}=a^{11} \cos 2 \phi+b^{11} \sin 2 \phi+c^{11} \\
& f^{12}=\alpha^{12} \cos \phi+\beta^{12} \sin \phi+\cot \theta\left(-a^{11} \sin 2 \phi+b^{11} \cos 2 \phi\right) \tag{19b}
\end{align*}
$$

$$
\begin{align*}
f^{22}= & 2 \cot \theta\left(-\alpha^{12} \sin \phi+\beta^{12} \cos \phi\right) \\
& -\cot ^{2} \theta\left(a^{11} \cos 2 \phi+b^{11} \sin 2 \phi\right)+c^{11} \csc ^{2} \theta+c^{22}, \tag{19c}
\end{align*}
$$

$$
\begin{align*}
& f^{33}=c^{33},  \tag{19d}\\
& f^{31}=f^{23}=0 . \tag{19e}
\end{align*}
$$

Above and in the sequel, $a^{i j}, b^{i j}, c^{i j}, \alpha^{i j}, \beta^{i j}$, and $\gamma^{\alpha \beta}$ are arbitrary constants. Eqs. (19d) or (19e) are the only ones which are changed in the exceptional cases.

In the exceptional cases, whether type I or type $V$, when $\lambda(r)$ is such that

$$
\begin{equation*}
R_{4}=4 n^{2} R_{2}, \quad n=1, \frac{1}{2}, \tag{20}
\end{equation*}
$$

Eq. (19d) is replaced by

$$
\begin{align*}
f^{33}= & {\left[(2 n-1)\left(a^{33} \cos 2 \phi+b^{33} \sin 2 \phi\right)+c^{33}\right](\cos 2 n \theta-1) } \\
& +\left(\alpha^{33} \cos \phi+\beta^{33} \sin \phi\right) \sin 2 n \theta \\
& +\gamma^{33}, \quad\left(n=1, \frac{1}{2}\right) . \tag{21}
\end{align*}
$$

In the exceptional case, type I, where $\lambda(r)$ is such that both

$$
\begin{equation*}
R_{4}=4 n^{2} R_{2}, \quad \text { and } R_{3}=-n^{2} R_{1}, \quad n=1,2, \tag{22}
\end{equation*}
$$

Eqs. (19e) are replaced by

$$
\begin{align*}
f^{31}= & \left(a^{31} \cos 2 \phi+b^{31} \sin 2 \phi+c^{31}\right) \sin n \theta \\
& +\left(\alpha^{31} \cos \phi+\beta^{31} \sin \phi\right) \cos n \theta, \\
f^{23}= & {\left[n\left(a^{31} \sin 2 \phi-b^{31} \cos 2 \phi\right)+(2-n) c^{23}\right] \cos n \theta } \\
& +\left[(n-1)\left(-\alpha^{31} \sin \phi+\beta^{31} \cos \phi\right)\right.  \tag{23}\\
& \left.+(2-n)\left(\alpha^{23} \cos \phi+\beta^{23} \sin \phi\right)\right] \sin n \theta \\
& +\cot \theta\left[2\left(-a^{31} \sin 2 \phi+b^{31} \cos 2 \phi\right) \sin n \theta\right. \\
& \left.+\left(-\alpha^{31} \sin \phi+\beta^{31} \cos \phi\right) \cos n \theta\right], \quad(n=1,2) .
\end{align*}
$$

Equations (20) to (23) cover all exceptions to Eqs. (19). We stress that Eq. (21) holds if Eq. (20) holds regardless of whether the rank is three or four. However, Eqs. (23) hold only in that rank three case specified by Eqs. (22).

There remain only the following two differential equations corresponding to the script values (441) and (442) in Eq. (1):

$$
\begin{align*}
& \frac{\partial}{\partial \theta}\left[f^{44}+\left(\frac{s}{2} \frac{d e^{-\nu}}{d s}-e^{-\nu}\right) f^{33}\right]+s^{2} \frac{d e^{-\nu}}{d s} f^{31}=0 \\
& \frac{\partial}{\partial \phi}\left[f^{44}+\left(\frac{s}{2} \frac{d e^{-\nu}}{d s}-e^{-\nu}\right) f^{33}\right]+s^{2} \frac{d e^{-\nu}}{d s}\left(\sin ^{2} \theta\right) f^{23}=0 \tag{24}
\end{align*}
$$

The radial coordinate $s$ was defined by Eq. (11). Note, from Eqs. (16), that $R_{1}=-1 / s$.

Upon applying the condition of integratability to the above equations (24), we obtain

$$
\begin{equation*}
\frac{d e^{-\nu}}{d s}\left[\frac{\partial f^{31}}{\partial \phi}-\frac{\partial}{\partial \theta}\left(\sin ^{2} \theta f^{23}\right)\right]=0 \tag{25}
\end{equation*}
$$

which provides a possible constraint on $f^{31}$ and $f^{23}$ in the event that $\nu(s)$ is not a constant. By examining Eqs. (19e) and (23), we see that this integrability condition is
automatically satisfied except when

$$
\begin{equation*}
R_{4}=4 R_{2}, \quad R_{3}=-R_{1}, \quad d \nu(s) / d s \neq 0 . \tag{26}
\end{equation*}
$$

In this case, Eq. (25) imposes constraints on Eqs. (23) such that

$$
\begin{align*}
& f^{31}=\left(\alpha^{31} \cos \phi+\beta^{31} \sin \phi\right) \cos \theta+c^{31} \sin \theta, \\
& f^{23}=\left(-\alpha^{31} \sin \phi+\beta^{31} \cos \phi\right) \csc \theta . \tag{27}
\end{align*}
$$

There are no further changes in the preceding expressions for $f^{i j}$.

We now use Eqs. (24) to find $f^{44}$. We examine these equations for each of the possible $f^{i j}$ given by Eqs. (19) to (23) and by Eq. (27).

First, suppose Eqs. (19d) and (19e) hold. Then Eqs. (24) have the following solution for arbitrary $\nu(s)$ :

$$
\begin{equation*}
f^{44}=\gamma^{44} . \tag{28}
\end{equation*}
$$

We may now show that the Killing tensor obtained by substituting Eqs. (19) and (28) into Eqs. (17) has the form

$$
K^{\alpha \beta}=\gamma^{33} g^{\alpha \beta}+\frac{1}{2}\left(A^{\alpha} B^{\beta}+A^{\beta} B^{\alpha}\right),
$$

where $A^{\alpha}$ is the Killing vector (4) with $C=S=0$, and $B^{\alpha}$ is the same except for different real parameters.
Therefore, Eqs. (19) yield a redundant Killing tensor, viz. the one which is characteristic of all spherically symmetric static space-times.

Next, suppose that $f^{31}=f^{23}=0$, but that $f^{33}$ is not a constant and is given by Eq. (21). Then Eqs. (24) are satisfied if and only if

$$
\begin{align*}
& \exp (-\nu)=a_{0}+b_{0} s^{2},  \tag{29}\\
& f^{44}=a_{0}\left(f^{33}-\gamma^{33}\right)+\gamma^{44} \tag{30}
\end{align*}
$$

where $a_{0}$ and $b_{0}$ are constants. Such is necessarily the case if the rank of the radial functions $R_{A}$ is four and Eq. (20) holds. Also, such can be the case if Eqs. (22) hold, with $n=1$.

Next, suppose that $f^{33}$ is constant and that $f^{31}$ and $f^{23}$ are not both zero and are given by Eqs. (23). Then

$$
\begin{align*}
& \exp (-\nu)=a_{0}+2 m s^{-1}  \tag{31}\\
& \frac{\partial f^{44}}{\partial \theta}=2 m f^{31}, \quad \frac{\partial f^{44}}{\partial \phi}=2 m\left(\sin ^{2} \theta\right) f^{23} \tag{32}
\end{align*}
$$

where $a_{0}$ and $m$ are constants. Such is necessarily the case if Eqs. (22) hold with $n=2$. Also, such can be the case if Eqs. (22) hold with $n=1$.

Next, suppose that $f^{33}$ is not a constant and, also, $f^{31}$ and $f^{23}$ are not both equal to zero. Such can be the case only if Eqs. (22) hold with $n=1$. From the linear independence of $f^{33}$ and $f^{31}$ (or $f^{23}$ ), we can show that this occurs if and only if (with the usual choice of the scale of the coordinate $t$ )

$$
\begin{equation*}
\exp \nu=1, f^{44}=f^{33}-\gamma^{33}+\gamma^{44} . \tag{33}
\end{equation*}
$$

This case turns out to be the Einstein static model and yields only a redundant Killing tensor, which will be given in the next section.

We have now exhausted all cases. There remain the computation of $\exp (-\lambda)$ from Eqs. (20) and (22) and of
the relation between $s$ and $r$ from Eq. (11). We skip further calculational details and will now summarize the results for the line elements and for the corresponding constants of geodesic motion $K^{\alpha \beta} p_{\alpha} p_{\beta}$.

## 4. RESULTS

For all line elements which have the forms specified by Eqs. (2) or (3) and which yield nonredundant stationary Killing tensors, $\exp \nu$ is given by Eqs. (29) or (31), and

$$
\begin{align*}
& \exp (-\lambda)=\left(n^{2}-\kappa^{2} s^{4}\right)^{2}(r / s)^{2}  \tag{34}\\
& (s / r)^{2}=n^{2}+b s^{2}+\kappa^{2} s^{4} ; \quad n=1, \frac{1}{2}, 2 \tag{35}
\end{align*}
$$

Above, $b$ and $\kappa$ are constants; $\kappa$ is arbitrary if Eq. (29) holds and is zero if Eq. (31) holds. We choose $\kappa \geqslant 0$ without loss of generality. The arbitrary sign in $s$ has been chosen so that $s>0$.

Equation (35) can be solved for $r$ as a function of $s$, or vice versa. When $\kappa=0$ and $b>0$, note that $r$ is a monotonic increasing function of $s$ defined over the intervals,

$$
0<r<1 / \sqrt{b}, 0<s<\infty .
$$

When $\kappa=0$ and $b<0$, again $r$ is a monotonic increasing function of $s$, but this time over the intervals,

$$
0<r<\infty, \quad 0<s<n / \sqrt{-b}
$$

When $\kappa>0$, the coordinates $\theta, \phi, s$ cover a larger portion of space-time than the coordinates $\theta, \phi, r$. For example, if $\kappa>0$ and $b>-2 n \kappa$ than the metric tensor components $r^{2}, r^{2} \sin ^{2} \theta$, and $(r / s)^{4}$ in the line element (2) are rational functions of $s^{2}$ over the domain $0<s^{2}<\infty$. On the other hand, $\exp (-\lambda)$ as a function of $r$ has two distinct branches obtained by replacing $s^{2}$ in Eq. (34) by the two roots $s^{2}=\left(2 \kappa^{2}\right)^{-1}\left\{r^{-2}-b \pm\left[\left(r^{-2}-b\right)^{2}\right.\right.$ $\left.\left.-4 n^{2} \kappa^{2}\right]^{1 / 2}\right\}$, derived from Eq. (35). In one branch, $r$ is a monotonic increasing function of $s^{2}$ over the intervals,

$$
0<s^{2}<n / \kappa, \quad 0<r<(b+2 n \kappa)^{-1 / 2}
$$

In the other branch, $r$ decreases monotonically with $s$ over the intervals

$$
n / \kappa<s^{2}<\infty, \quad(b+2 n \kappa)^{-1 / 2}>r>0 .
$$

All line elements which yield nonredundant Killing tensors are given in Table II, together with the corresponding quadratic constants of geodesic motion. The dynamical variables $p_{4}, l_{i j}, u_{i}, v_{i}$, and $w_{i}$ which appear in the table are defined by Eqs. (9), (10), and (14) respectively; $l^{2}$ is the square of the angular momentum:

$$
\begin{equation*}
l^{2}=\frac{1}{2} l_{i j} l_{i j} \tag{36}
\end{equation*}
$$

The constants of geodesic motion $H_{i j}$ and $H_{i}$ are derived from Eqs. (17), (21), and (30); $A_{i}$ and $A_{i j}$ are derived from Eqs. (17) and (23). (Actually, we obtained the constants of geodesic motion in the forms $\epsilon_{i j} H_{i j}, \epsilon_{i} H_{i}$. $\epsilon_{i} A_{i}$, and $\epsilon_{i j} A_{i j}$ where $\epsilon_{i j}=\epsilon_{j i}$ and $\epsilon_{i}$ are arbitrary real parameters; these parameters are omitted in Table II). It is interesting to note that the traces of $H_{i j}$ and $A_{i j}$ are redundant as can easily be verified.

Table II covers all spherically symmetric static space-times which yield nonredundant stationary Killing tensors. There are two and only two line elements
which are special cases of those listed in Table II and which yield only redundant Killing tensors. One of these is the Einstein static model line element which corresponds to the following values of the parameters used in the table:

$$
n=1, \quad \kappa=b_{0}=0, \quad a_{0}=1
$$

For these values, the two $n=1$ line elements of Table II become identical in form, and the corresponding constants of geodesic motion reduce to

$$
H_{i j}=u_{i} u_{j}, \quad A_{i}=l_{i j} u_{j}
$$

which are redundant as can be seen by referring to Table I.

The other redundant Killing tensor corresponds to the values $n=1, \kappa=0$, and

$$
\exp (-\nu)=\exp \lambda=1+b s^{2}
$$

This is the de Sitter line element. From Table II we obtain

$$
\begin{equation*}
H_{i j}=v_{i} v_{j}-w_{i} w_{j} \tag{37}
\end{equation*}
$$

whose redundancy can be seen from Table I. It is interesting to note here how a stationary Killing tensor is constructed from the nonstationary Killing vectors peculiar to the de Sitter line element.

We next consider the Cartan components of the Einstein tensor relative to the orthonormal tetrad forms

$$
\begin{align*}
& e_{\theta}=r d \theta, \quad e_{\phi}=r \sin \theta d \phi  \tag{38}\\
& e_{s}=(r / s)^{2} d s, \quad e_{t}=-\left(\exp \frac{1}{2} \nu\right) d t
\end{align*}
$$

The Einstein tensor is related to the matter tensor and to a cosmological constant $\Lambda$ by the equation

$$
\begin{equation*}
G_{\alpha \beta}=-k T_{\alpha \beta}+\Lambda g_{\alpha \beta} \tag{39}
\end{equation*}
$$

Those Cartan components of $k T_{\alpha \beta}-\Lambda g_{\alpha \beta}$ which are not identically zero are given below in forms which are readily applicable to any of our line elements of Table II:

$$
\begin{aligned}
k T_{\theta \theta}-\Lambda= & k T_{\phi \Phi}-\Lambda=-2 \kappa^{4} s^{6}-3 b \kappa^{2} s^{4}-6 n^{2} \kappa^{2} s^{2} \\
& -n^{2} b-\left(n^{2}+b s^{2}+\kappa^{2} s^{4}\right)\left(n^{2}+2 b s^{2}+3 \kappa^{2} s^{4}\right) \\
& \times\left(\frac{e^{\nu}}{2 s} \frac{d e^{-\nu}}{d s}\right)
\end{aligned}
$$

TABLE II. Non-redundant quadratic constants of geodesic motion $K^{\alpha \beta} p_{\alpha} p_{B}=K_{\alpha} \dot{\beta}^{\alpha} \xi^{\beta}$. The line elements are all of the form $d s^{2}=r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)+(r / s)^{4} d s^{2}-(\exp \nu) d t^{2}$ where $(s / r)^{2}=\kappa^{2} s^{4}$ $+b s^{2}+n^{2}$.

| $\exp (-\nu)$ | $n$ | $\kappa$ | $K^{\alpha \beta_{1} p_{\alpha} p_{\beta}}$ |
| :--- | :--- | :--- | :--- |
| $a_{0}+b_{0} s^{2}$ | 1 | arbitrary <br> constant | $H_{i j}$ $=u_{i} u_{j}+\left(\kappa^{2} l^{2}-b_{0} p_{i}^{2}\right) s_{i} s_{j}$ <br>  $=v_{i} v_{j}-w_{i} w_{j}+\kappa^{2} l^{2} s_{i} s_{j}$ |
| $a_{0}+b_{0} s^{2}$ | $\frac{1}{2}$ | arbitrary <br> constant | $H_{i}=\left(H_{i j}-\frac{l^{2}}{4 s^{2}} \delta_{i j}\right)\left(\frac{x_{j}}{r}\right)$ |
| $a_{0}+2 m s^{-1}$ | 1 | 0 | $A_{i}=l_{i j} u_{j}-m p_{4}^{2}\left(x_{i} / r\right)$ |
| $a_{0}+2 m s^{-1}$ | 2 | 0 | $A_{i j}=\left(u_{i} l_{j k}+u_{j} l_{i k}\right)\left(x_{k} / r\right)$ |
|  |  |  | $+\left(\frac{2 l^{2}}{s}-m p_{4}^{2}\right)\left(\frac{x_{i} x_{j}}{r^{2}}\right)$ |

$$
\begin{align*}
& -\left(n^{2}+b s^{2}+\kappa^{2} s^{4}\right)^{2}\left[\frac{e^{\nu}}{2} \frac{d^{2} e^{-\nu}}{d s^{2}}-\frac{3}{4}\left(e^{\nu} \frac{d e^{-\nu}}{d s}\right)^{2}\right] \\
k T_{r r}-\Lambda= & \kappa^{4} s^{6}-\left(1+2 n^{2}\right) \kappa^{2} s^{2}-b-n^{2}\left(1-n^{2}\right) s^{-2}  \tag{40a}\\
& -\left(n^{2}-\kappa^{2} s^{4}\right)\left(n^{2}+b s^{2}+\kappa^{2} s^{4}\right)\left(\frac{e^{\nu}}{s} \frac{d e^{-\nu}}{d s}\right), \\
k T_{t t}+\Lambda= & 3 \kappa^{4} s^{6}+6 b \kappa^{2} s^{4}+\left(1+14 n^{2}\right) \kappa^{2} s^{2}+\left(1+2 n^{2}\right) b  \tag{40b}\\
& +n^{2}\left(1-n^{2}\right) s^{-2} . \tag{40c}
\end{align*}
$$

The Weyl conform tensor was also computed and we found that conformal flatness is obtained for the following three sets of parameter values corresponding to $n=\frac{1}{2}, 1$, and 2 respectively: $n=\frac{1}{2}, a_{0}=0 ; n=1, b_{0}^{2}-a_{0} b_{0} b$ $+a_{0}^{2} \kappa^{2}=0, a_{0} \neq 0, b^{2}>4 \kappa^{2} ; n=2, a_{0}^{2}+m^{2} b=0$. The $n=1$ set of conformally flat space-times specializes to the de Sitter or Einstein static model space-times when $\kappa=0$.

We now initiate our discussion of results with a summary of the main features of the matter tensor given by Eqs. (40).

## 5. DISCUSSION

Some features of the above matter tensor are evident by inspection. For example, each Cartan component is a rational function of $s$. Also, there is no difficulty about satisfying the condition $T_{t t} \geqslant 0$ if $n=1$ or $\frac{1}{2}$. If $n=2$, however, then the condition is violated in some neighborhood of zero $s$.

As regards singularities, each Cartan component has poles at $s=\infty$ if and only if $\kappa \neq 0$. When $\kappa \neq 0$ and we transform to Schwarzschild coordinates in a neighborhood of infinite $s$, then $s=\infty$ maps into $r=0$, and the dominant term near this origin is proportional to $r^{-6}$.

Except when $n=1, \exp (-\nu)=a_{0}=b_{0} s^{2}$, and $a_{0} \neq 0$, there are singularities at $s=0$ in one or more of the Cartan components of the matter tensor. If $n \neq 1$, there are poles of order two in the energy density and in the radial stress. If $\exp (-\nu)=a_{0}+2 m s^{-1}(m \neq 0)$ or $\exp (-\nu)=b_{0} s^{2}$, there are poles of order two in both stress components. All of these second order poles are aphysical in the sense that their strengths are independent of the nonzero values assigned to the parameters in the metric tensor.

We next consider the various types of matter which might conceivably fit Eqs. (40). If the matter tensor is due only to a perfect fluid or to a vacuum, then $T_{r r}-T_{\theta \theta}$ must vanish identically. As expected, this perfect fluid condition is satisfied if and only if $n=1, \kappa=0$, and either

$$
\exp (-\nu)=a_{0}
$$

or

$$
\exp (-\nu)=a_{0}\left(1+b s^{2}\right), \quad b \neq 0
$$

The first of the above alternatives is the Minkowski
space or the Einstein static model depending on whether $b$ is zero or not zero. The second alternative is the de Sitter space. As we have already noted in the preceding section, the Killing tensors corresponding to these models are redundant.

Our nonredundant Killing tensors do not correspond to any simple physical source as far as we can tell. We are referring here to a perfect fluid taken alone or to any classical vector or scalar field taken one at a time.

We have also tried some combinations of pairs of sources without great success. For some of our line elements, the matter tensor is consistent over a limited range of $s$ with an admixture of a perfect fluid with a single classical field such as an electrostatic or a scalar field. By "consistency", we mean that the conditions of positive definiteness for the pressure $p$, the proper mass density $\rho$, and even $\rho c^{2}-3 p$ can be satisfied. However, it appears to us that such combinations divorced as they are from any likely physical model are too eclectic to deserve more than passing mention.

It seems worthwhile to describe some features of the matter tensor of those special metrics for which $n=1$, $\kappa=0, a_{0}>0$, and $b_{0}, m$, and $b$ are nonnegative. With the usual choice of the time scale, $a_{0}=1$, and

$$
\begin{equation*}
\exp (-\nu)=1+b_{0} s^{2}, \quad r^{2}=s^{2}\left(1+b s^{2}\right)^{-1} \tag{41}
\end{equation*}
$$

or

$$
\begin{equation*}
\exp (-\nu)=1+2 m s^{-1}, \quad r^{2}=s^{2}\left(1+b s^{2}\right)^{-1} \tag{42}
\end{equation*}
$$

These selected metrics include the Einstein and de Sitter models as special cases. They each correspond to a uniform energy density $T_{t t}=k^{-1}(3 b-\Lambda)$. There are no singularities except for the second order pole at the origin corresponding to the metric in Eq. (42). As regards the perfect fluid condition, $T_{r r}-T_{\theta \theta}=0$, the metric (41) satisfies it at $s=0$, and the metric (42) satisfies it on the sphere $s=(R / 2 m)\left\{R^{2}+\left[R^{2}+(2 m)^{2}\right]\right\}^{1 / 2}$, where $R=b^{-1 / 2}$. If any of our line elements are candidates for some application, we would bet on Eqs. (41) and (42). However, we have found nothing as yet.

It appears as if the physical pertinence of the new line elements which we have obtained does not derive from any coincidence between them and some solution corresponding to an obvious interesting physical model. However, like many of the central potentials which were studied in the heyday of Newtonian mechanics, our line elements may serve didactic purposes. For example, the geodesic orbits have interesting properties analogous to Kepler's laws. This is illustrated by the orbital equation for the metric given by Eq. (42). To obtain this orbital equation, choose the angle $\theta$ so that the orbit lies in the plane $\theta=\frac{1}{2} \pi$; then compute $x_{i} A_{i} / r$ where $A_{i}$ is the generalized Lenz vector which is defined in Table II. Another illustration, this time reminiscent of harmonic oscillator orbits, is derived from the quadratic constant of the motion $H_{i j}$. Note the absence of precession for both illustrations.

Apart from such didactic purposes, there are the techniques which we have used and which can serve as a guide for further investigations, especially in connec-
tion with axially symmetric problems. Useful results may be found as suggested by the Carter ${ }^{5}$ work on the Kerr metric.

With respect to this last remark, it is pertinent to note the way some of the Killing tensors which we found become redundant when we specialize the line elements to those of the Einstein and de Sitter models. Analogously, we expect some of the axially symmetric stationary space - times to have Killing tensors which reduce to the redundant cases of Eqs. (19) and (28) in the special case of spherical symmetry. The quadratic constant of the motion ${ }^{5}$ peculiar to the Kerr metric illustrates this kind of reduction to redundancy.

The methods which we have used in this paper differ markedly from those used in most previous investigations $s^{3,8,9}$ of quadratic first integrals of geodesic motion. The starting point of these previous calculations has been to choose an orthonormal ennuple relative to which the matrix $\left\{K_{\alpha}^{\beta}\right\}$ has a Jordan canonical form. However, the coordinate systems appropriate to these ennuples may well differ from those which display some given group of isometries to advantage. So, if we are interested in space-times which are spherically symmetric or which are axially symmetric and stationary, it seems more appropriate to us to choose a coordinate system in which the given isometries are manifest. This should facilitate both the calculations and the later checks for redundancy.

In this paper, we have drawn a distinction only between those Killing tensors which are redundant and those which are not redundant. There are other ways of characterizing Killing tensors. For example, we may consider those symmetric tensors $K_{\alpha \beta}$ which satisfy conditions of the form

$$
\begin{equation*}
K_{\alpha \beta ; \gamma}=A_{\alpha r} B_{\beta}+A_{\beta \gamma} B_{\alpha}-2 A_{\alpha \beta} B_{\gamma} \tag{43}
\end{equation*}
$$

It is easy to show that Eq. (43) implies that $K_{\alpha \beta}$ is a Killing tensor. In particular, if $A_{\alpha \beta}=K_{\alpha \beta}$ and if $K_{\alpha \beta}$ is nonsingular and has the same signature as $g_{\alpha \beta}$, then Eq. (43) is equivalent to the statement that the space-time admits a geodesic correspondence ${ }^{6,8}$ onto another space-time whose metric is

$$
\begin{equation*}
\bar{g}_{\alpha \beta}=(g / K)^{2 / 3} K_{\alpha \beta} \tag{44}
\end{equation*}
$$

where $g$ and $K$ are the determinants of $g_{\alpha \beta}$ and $K_{\alpha \beta}$ respectively. On the other hand, if $A_{\alpha \beta}=g_{\alpha \beta}$, and $K_{\alpha \beta}$ has the structure

$$
\begin{equation*}
K_{\alpha \beta}=K_{\alpha ; \beta}+K_{\beta ; \alpha}-\frac{4}{5} g_{\alpha \beta} K^{\mu} ;_{\mu} \tag{45}
\end{equation*}
$$

then Eq. (43) is equivalent to the statement that the infinitesimal mapping $x^{\alpha} \rightarrow x^{\alpha}+K^{\alpha} \delta \epsilon$ is a projective collineation. ${ }^{6,8}$

As regards the vector field $B_{\gamma}$ in Eq. (43), if $A_{\alpha \beta}$ is nonsingular, then $B_{\gamma}$ is uniquely determined by $K_{\alpha \beta}$ and $A_{\alpha \beta}$. For a geodesic correspondence,

$$
\begin{equation*}
B_{r}=-(1 / 6 K) K_{, \gamma} \tag{46}
\end{equation*}
$$

for a projective collineation,

$$
\begin{equation*}
B_{r}=\frac{1}{5}\left(K_{; \alpha}^{\alpha}\right)_{, r} \tag{47}
\end{equation*}
$$

Note, therefore, that the defining equations for a geodesic correspondence and a projective collineation are inherently nonlinear.

If the Killing tensors of a given space-time have all been worked out as is true in our case, then a residual problem is to discover which of these Killing tensors are characteristic of geodesic correspondences or projective collineations. Preliminary calculations have turned up negative results so far for all except redundant Killing tensors, but the work remains to be completed before definitive statments can be made. The test for a geodesic correspondence or a projective collineation cannot be done on one Killing tensor at a time. Instead, it is necessary to construct a linear combination of all Killing tensors of the given line element as follows:

$$
c_{1} K_{\alpha \beta}^{(1)}+\cdots+c_{N} K_{\alpha \beta}^{(N)}
$$

Then this linear combination is to be inserted into Eq. (43) and the values of the coefficients $c_{1}, \ldots, c_{N}$ are to be determined. The final result must be checked to see if it is nonsingular and has the same signature as $g_{\alpha B}$.

As we mentioned in the introduction, V.I. Golikov ${ }^{7}$ and C. F. Martin ${ }^{8}$ have found all space-times which admit geodesic correspondences. ${ }^{12}$ Martin ${ }^{8}$ has also specialized some of these space-times to ones admitting projective collineations. Their results deserve further investigation. In particular, some of them may contain interesting axially symmetric stationary line elements as special cases.

The authors are currently working on the problem of axially symmetric stationary line elements which admit nontrivial quadratic first integrals of geodesic motion. This Killing tensor criterion is an alternative to that of separation of variables. ${ }^{10}$ It is still not clear whether it can function as an independent and useful constraint on solutions corresponding to interesting matter tensors. In fact, the whole problem of hidden symmetries in general relativity can still bear a lot of investigation.

## ACKNOWLEDGMENTS

We thank Dr. Frederick J. Ernst and Dr. Richard A. Isaacson for their encouragement and many helpful discussions.
${ }^{1}$ This definition differs from that given by J. L. Synge, in Relativity: The General Theory (North-Holland, Amsterdam, 1960). He uses the term Killing tensor for $\xi_{a ; \beta}$ where $\xi_{a}$ is any Killing vector.
${ }^{2}$ There is no reason, other than expediency, for this restriction. We hope to return to the problem of solving the much more complicated equations for time-dependent Killing tensors.
${ }^{3}$ See, for example, L. P. Eisenhart, Riemannian Geometry (Princeton U. P., Princeton, N. J., 1926, 1960 printing), p. 107 et seq. ${ }^{4}$ Some aspects of geodesic correspondences for spherically symmetric space-times have been analyzed by H. Takeno, The Theory of Spherically Symmetric Space-Times, Revised edition, Sci. Rep. Res. Inst. Theor. Phys. Hiroshima University, No. 5 (1966). This report includes references to other work by this author on spherically symmetric space-times.
${ }^{5}$ A special Killing tensor peculiar to the Kerr metric has been found by B. Carter, Phys. Rev. 174, 1559 (1968).
${ }^{6}$ A detailed account, with references, of work on Killing tensors and geodesic correspondences, prior to 1926 is given by L. P. Eisenhart, Riemannian Geometry (Princeton U. P., Princeton, N. J., 1926, 1960 printing), pp. 128-141. Also, Appendix 13 of this reference deals with the separable systems of Stäckel and includes some later original 'contributions of Eisenhart.
${ }^{7}$ V. I. Golikov, Uch. Zap., Kazan State Univ. 123, book 12, 26, 59 (1963). Also, see Ref. 9, p. 278.
${ }^{8}$ C. F. Martin, Ph.D. Thesis, North Carolina State College, 1962 (unpublished). This reference also has some new results on space-times admitting projective collineations.
${ }^{9}$ A detailed account, with references of work on geodesic correspondences and projective collineations prior to 1962, is given by A. Z. Petrov, Einstein Spaces, English Edition (Pergamon, Oxford, 1969).
${ }^{10}$ B. Carter, Commun. Math. Phys. 10, 280 (1968).
${ }^{11}$ An interesting example of a particular relation is given in Appendix 13 of Ref. 6.
${ }^{12}$ A family (not the most general) of spherically symmetric space-times which admit geodesic correspondences is given by H. Takeno, The Theory of Spherically Symmetric Space-Times, Sci. Rep. Res. Inst. Theoret. Phys., Hiroshima University, No. 5 (1966), p. 273. We find that the static space-times in this family all correspond to redundant Killing tensors.

# Causality and nonlocalizable fields 

F. Constantinescu

Department of Applied Mathematics, University of Frankfurt, Frankfurt, Germany

J. G. Taylor<br>Department of Mathematics, King's College, London, England

(Received 20 September 1972)

We give a model-independent and Lorentz invariant prescription for the manner in which a nonlocalizable quantum field extends outside the light cone, in particular specifying the order of this extension. We show how our definition applies to several examples, including the nonlocalizable free field and certain functions of the massive free field; nonlocalizable functions of the massless free field presents a difficulty which has not yet been resolved.

## 1. INTRODUCTION

There has been much recent discussion of nonpolynomial functions of the free field, both with respect to mathematical problems arising in setting up such a functional calculus ${ }^{1}$ and also with respect to the application of such a calculus to nonpolynomial chiral and gravitational theories. ${ }^{2}$ One of the most important questions involved in such problems is that of the properties that such nonpolynomial functions possess, especially causality and positive-definiteness of the metric in the state space. ${ }^{3}$ In this paper we attempt an analysis of causality, in particular investigating the manner in which it is broken by nonlocalizable functions of the free field.

These nonlocalizable functions have physical interest since they can arise when particular field coordinates are chosen in either the chiral or gravitational interactions. A class of these functions has been investigated elsewhere and shown ${ }^{4}$ to possess various useful properties, such as the existence of a PCT operator and of a scattering theory, as the vestiges of local commutativity. However, such nonlocalizable fields cannot satisfy strict causality, and a description of the extension of the commutator bracket outside the light cone has been given for the zero mass case. ${ }^{5}$ We wish here to give a general discussion of this extension of the commutator bracket of a nonlocalizable field outside the light cone, both from a mathematical and a physical point of view. This necessitates the introduction of a new class of test functions which can suitably probe the behavior of the commutator bracket both outside and inside the light cone. This allows us to indicate, in a Lorentz invariant fashion, both the rate of decrease of the commutator outside the light cone as well as the range of the extension. In other words, we specify the degree of noncausality in an invariant fashion, and expect the range defined in this way to have physical interest and so determine the energy at which violations of causality can appear.

The detailed plan of the paper is as follows. In the next section we give a general discussion of the way the extension of the commutator bracket can be described in a Lorentz invariant and mathematically precise fashion. We give a definition which classifies the degree of nonlocalizability of nonlocalizable fields. In Sec. 3 we show how functions of the zero mass free field nearly satisfy conditions for this definition to apply, and consider a special class of nonzero mass fields in the subsequent section for which our definition can be used. A
more complete discussion of the nonzero mass case is given in Sec. 5. The physical significance of the discussion is considered in the final section.

## 2. NONLOCALIZABLE FIELDS

In this section we wish to formulate the properties of nonlocalizable fields in a manner independent of the fact that the most interesting applications are to functions of a free field. We will consider only one neutral scalar field $\phi(x)$, the extension to complex spin fields presenting no conceptual difficulty. We suppose that the field $\phi(x)$ is an operator-valued generalized function over a suitable test function space $C$ of functions $f(x)$, so that $\phi(f)=\int \phi(x) f(x) d x$ is an operator for which the usual Wightman axioms, ${ }^{6}$ except that of local commutativity, apply. Thus there are a sequence of Wightman functions $W_{n}\left(x_{1}, \ldots, x_{n}\right)$, defined by

$$
W_{n}\left(x_{1}, \ldots, x_{n}\right)=\langle 0| \phi\left(x_{1}\right) \cdots\left(x_{n}\right)|0\rangle
$$

from which the fields may be reconstructed.
The usual tempered field theory results if $C$ is the space $S$ of indefinitely differentiable functions decreasing at infinity faster than any polynomial; the localizable case occurs if $C$ contains a dense subset of functions of compact support. The nonlocalizable situation in which we are interested in here corresponds to $C$ being comprised of analytic functions due to their rapid decrease in momentum space. This fall-off is required in order that the rapid high energy increase of the Fourier transforms $\bar{W}_{n}$ of the Wightman functions can be satisfactorily taken account of by the Fourier transforms of the functions of $C$, which we denote by $\mu$. If $\bar{W}_{n}$ increases like $\exp \left[|p|^{\alpha}\right]$, for $\alpha<1$, a satisfactory choice for $\mu$ is any space $S^{\beta}$, for $\beta<\alpha$ of Gelfand and Shilov, ${ }^{7}$ being the set of indefinitely differentiable functions, which together with all derivations, are bounded at infinity by $\exp \left[-b|p|^{1 / \beta}\right]$ for some positive $b$ (which depends on the function considered). A more precise specification ${ }^{8}$ is given by the indicatrix function $g\left(p^{2}\right)$ which is an entire function satisfying

$$
\begin{equation*}
\int_{0}^{\infty}\left[\log g\left(t^{2}\right) / t^{2}\right] d t<\infty . \tag{1}
\end{equation*}
$$

The related function space, which we denote $C^{s}$ in momentum space or $C_{g}$ in coordinate space, is composed of momentum space functions $\phi(p)$ which, together with all derivatives, are bounded by $g^{-1}\left(A p^{2}\right)$ for some constant $A$. If (1) is not satisfied the space $\mathrm{C}_{8}$ is composed
of analytic functions, so again corresponds to the nonlocalizable case.

We suppose, then, that each Wightman function $W_{n}$ belongs to the dual of one of the above spaces $C\left(\mathrm{R}^{\left.4 n^{n}-1\right)}\right)$ in $4(n-1)$ variables. As usual we denote this by

$$
\begin{equation*}
W_{n} \epsilon \cdot C^{\prime}\left(\mathbf{R}^{4(n-1)}\right) \tag{2}
\end{equation*}
$$

It is not possible, in the nonlocalizable case, even to formulate local commutativity. Analysis of special cases ${ }^{5}$ has shown that there may still be a trace of local commutativity in that commutator brackets of the field operators at two points, whilst not zero for spacelike separations, can decrease fast as the spacelike separation increases. In fact, we will be led to consider an exponential fall-off. If we denote by $\phi(x)$ the nonlocalizable field of interest, then we expect ${ }^{5}$ for large spacelike values of $(x-y)$, that

$$
\begin{equation*}
|<0|[\phi(x), \phi(y)]-|0>| \leqslant \exp \left[-a\left|(x-y)^{2}\right|^{\gamma / 2}\right. \tag{3}
\end{equation*}
$$

for some positive constant $a$ and $\gamma$, wtih $\gamma<1$. We note that (3) does not contradict the result of Pohlmeyer and Borchers ${ }^{9}$ that such a fast fall-off implies strict local commutativity, since this result was obtained on the basis of analyticity of Wightman functions in spacetime; such properties no longer persist in the nonlocalizable case.

We will now discuss how we may formulate (3) in a general fashion. The idea behind our approach is to determine how far outside $C$ we may extend the commutator bracket (3). If it is to test functions which actually increase for large spacelike values like the inverse of the rhs of (3) then we can conclude that the decrease of the commutator is roughly given by the rhs of (3). This extension has to be investigated in detail for each particular field being considered, but we will attempt in this section to give a general formulation of it which is model independent. To do that let us take the case when $C$ is required to be an $S^{\alpha}$ space, with $\alpha<1$. We consider the commutator brackets
$C_{n, j}\left(x_{1} \cdots x_{n}\right)=W\left(x_{1} \cdots x_{j}, x_{j+1} \cdots x_{n}\right)-W\left(x_{1} \cdots x_{j+1} x_{j} \cdots x_{n}\right)$
If $\phi$ were local then causality would indicate that each $C_{j}$ vanishes for $\xi_{j}=x_{j}-x_{j+1}$ spacelike, but would be nonzero for timelike separations. Thus we have to choose test functions which are in $S^{\alpha}$ for timelike values; we denote this space of test functions by $S_{x}^{\alpha}$. Since the set $X=\left\{\xi ; \xi^{2} \geqslant 0\right\}$ is a closed set we have to define $S_{X}^{\alpha}$ by a suitable limiting procedure. It may be possible to use the closed set $X$ directly, without using the following construction, but there are various points which need to be resolved before that can be done. We will not consider that further here but use the better known inductive limit approach.

Let $S^{\alpha B}\left(\Omega_{\mu}\right)$ be the set of functions $\phi$ of the 4 -vector $x$ which are defined on the set $\Omega_{\mu}=\left\{x ; x^{2}>-\mu^{2}\right\}$, and satisfy there

$$
\begin{equation*}
\left|\mathbf{x}^{\mathbf{k}} \phi^{(q)}(x)\right| \leqslant C_{x} B^{|a|} q^{\alpha^{\alpha \alpha}} \tag{5}
\end{equation*}
$$

where
$\mathbf{x}^{\mathbf{k}}=\prod_{i=1}^{4} x_{i}^{k_{i}}, \quad|q|=q_{1}+q_{2}+q_{3}+q_{4}, \quad q^{\alpha \alpha}=\prod_{i=1}^{4} q_{i}^{q_{i}{ }^{\alpha}}$,

[^10]and $B, C_{k}$ are given constants. In order to take account of the constant $a$ on the rhs of (3), we should take $B$ to be independent of $\phi$ in (5). However, that does not give a Lorentz covariant space, but initially we allow only the constants $C_{k}$ to vary with $\phi$. We now define
\[

$$
\begin{equation*}
S_{x}^{\alpha}=\underset{\substack{\mu>0 \\ B=1,2, \ldots}}{\cup} S^{\alpha B}\left(\Omega_{\mu}\right) . \tag{6}
\end{equation*}
$$

\]

Each space $S^{\alpha B}\left(\Omega_{\mu}\right)$ is a complete, countably normed perfect space with the norms

$$
\left.\|\phi\|_{k_{1}, \rho, \mu} \doteq \sup _{x \in \Omega_{\mu} \mu}\left|\mathbf{x}^{\mathbf{k}} \phi^{|\alpha|}(x)\right| \Lambda(B+\rho)^{|\varepsilon|} q^{\alpha \alpha}\right]
$$

for $k=0,1,2, \ldots, \rho=1, \frac{1}{2}, \ldots$, being a standard $S^{\alpha B}$ space but on the open set $\Omega_{\mu}$. ${ }^{10}$ Since $S^{\alpha B_{1}\left(\Omega_{\mu}\right) \subseteq S^{\alpha B_{2}}\left(\Omega_{\nu}\right)}$ for $\mu \geqslant \nu$ and $B_{2} \geqslant B_{1}$ with topological inclusion, then we may take the topology on $S_{x}^{\alpha}$ as the inductive limit as $\mu$ tends to zero and $B$ to infinity of these topologies on the $S^{\alpha B}\left(\Omega_{\mu}\right)$, so that a sequence $\left\{\phi_{n}\right\}$ converges to zero in $S_{x}^{\alpha}$ if all the functions $\phi_{n}$ belong to some space $S^{\alpha B}\left(\Omega_{\mu}\right)$ for some $\mu$ and $B$, and converge to zero in its topology. We note that if $\alpha>1$ the space $S^{\alpha B}\left(\Omega_{\mu}\right)$ is not complete, and the quantity $\|\phi\|_{k, \rho, \mu}$ is not a true norm but only a prenorm. However, we do not wish to apply our construction of $S^{\alpha B}\left(\Omega_{\mu}\right)$ and $S_{x}^{\alpha}$ to the localizable case.

We construct the space of test functions appropriate to the commutator $C_{m_{1},}$ as

$$
\begin{equation*}
T_{n, 1}(\alpha)=S^{\alpha}\left(\mathbf{R}^{4(n-2)}\right) \otimes S_{x}^{\alpha} \tag{7}
\end{equation*}
$$

where the functions $\phi\left(\xi_{1}, \ldots, \xi_{n-1}\right)$ in $T_{n, j}(\alpha)$ are in $S^{\alpha}\left(\mathbf{R}^{4(n-2)}\right)$ with respect to the variables $\xi_{i}\left(=x_{i}-x_{i+1}\right)$ for $i=1,2, \ldots, j-1, j+1, \ldots, n-1$ and are in $S_{x}^{\alpha}$ in $\xi_{j}$. At this stage it is not evident how this space $T_{n, j}(\alpha)$ is relevant to the exponential decrease given by the rhs of (3). This will become apparent from the following lemma.

Lemma 1: Any function $\phi \in S_{x}^{\alpha}$ has an analytic continuation to the whole of $\mathrm{R}^{4}+i \mathrm{R}^{4}=\mathrm{C}^{\frac{x}{4}}$, and increases at infinity at most like $\exp 4(B\|x\|)^{1 /(1+\alpha)}$ where $\|x\|$ $=\sup _{1 \leqslant i \leqslant 4}\left|x_{i}\right|$, for some constant $B$.

Proof: To prove this we note that $\phi \in S^{\alpha B}\left(\Omega_{\mu}\right)$, for some $B$ and $\mu$. Thus by (5)

$$
\begin{equation*}
\left|\phi^{(\sigma)}(0)\right| \leqslant C_{0} B^{|\alpha|} q^{\alpha \alpha} \tag{8}
\end{equation*}
$$

Thus the series

$$
\psi(x)=\sum_{q} \mathbf{x}^{q} \phi^{(q)}(0) / q_{q},
$$

where
$\mathrm{q}!=\prod_{i=1}^{4} q_{i}!, \mathrm{x}^{q}=\prod_{i=1}^{4} x_{i}^{q_{i}}, \quad \phi^{(q)}(0)=\left.\prod_{i=1}^{4} \frac{\partial^{q_{i}}}{\partial x_{i}^{q_{i}}} \quad \phi\right|_{x=0}$
has infinite radius of convergence and is bounded at infinity, by (8), by

$$
\begin{equation*}
C_{0} \sum_{\varepsilon} B^{|q|} q^{\alpha \alpha}|\mathbf{x}|^{\alpha} / q \mid \leqslant C_{0} \exp \left[4 B\|x\|^{1 /(1-\alpha)}\right] \tag{9}
\end{equation*}
$$

where

$$
|\mathbf{x}|^{q}=\prod_{i=1}^{4}\left|x_{i}\right|^{a_{i}}
$$

Since $\psi$ coincides with the analytic function $\phi$ in $\Omega_{\mu}$, then the lemma is proved. We see that if we can extend $C_{n, f}$ from $S^{\alpha}\left(\mathrm{R}^{4(n-1)}\right)$ to $T_{n, j}(\beta)$ then we obtain the decrease


FIG. 1. The integration contour $C$ in the complex $x_{0}$ plane over which the massless commutator $\left\langle C_{2}, \phi\right\rangle$ of Eq. (16) is evaluated.
like the rhs of (3) with $\gamma=1-\beta$ and $a=4(B)^{1 /(1-\beta)}$. Thus we define the degree of extension of the commutator bracket outside the light cone as follows.

Definition 1: If for each $n$ and each $j$ we may extend $C_{n, j}$ from $S^{\alpha}\left(\mathbf{R}^{4(n-1)}\right)$ to $T_{n, j}(\beta)$, where $\beta$ may be chosen independently of $n$ and $j$, then the largest such values of $\gamma=1-\beta$ will be called the order of extension of the commutator bracket outside the light cone.

We note that this definition is obviously Lorentz invariant, the space $S_{x}^{\alpha}$ evidently being so.
We extend this definition to the finer specification given by an indicatrix function $g\left(p^{2}\right)$. Let

$$
g\left(p^{2}\right)=\sum_{r=0}^{\infty} c_{2 r} p^{2 r}
$$

Then the space $C^{B r}\left(\mathrm{R}^{4}\right)$ is defined as

$$
\begin{equation*}
C^{B s}\left(\mathbf{R}^{4}\right)=\left[\phi:\left|\mathbf{x}^{\mathbf{1}} \phi^{(6)}(x)\right| \leqslant C_{\mathbf{k}} B^{|q|} c_{q}^{-q}\right] . \tag{10}
\end{equation*}
$$

We modify this space to $C^{\prime}\left(\Omega_{\mu}\right)$ as before, and define

$$
C_{x}^{p}=\underset{\substack{\mu \nu 0 \\ B<\infty}}{\cup} C^{B z}\left(\Omega_{\mu}\right) .
$$

Similarly we define the space $T_{n, j}(g)=C^{f}\left(\mathbf{R}^{4(n-2)}\right) \otimes C_{x}^{\xi}$, and extend the Definition 1 to

Definition 2: If for each $n$ and $j$ we may extend $C_{n, j}$ from $C^{8}\left(\mathrm{R}^{4(n-1)}\right)$ to $T_{n, j}(g)$, where $g$ may be chosen independently of $n$ and $j$, then the smallest $g$ which may be chosen defines the nature of decrease of the extension of the commutator outside the light cone.

To see this nature of decrease in detail, we extend Lemma 1 to

Lemma 2: Any function $\phi \in C_{x}^{e}$ has an analytic continuation to the whole of $\mathrm{C}^{4}$ and increases at infinity at most like $\Pi_{i=1}^{4} G\left(B\left|x_{i}\right|\right)$, when

$$
G(x)=\sum_{n \neq 0} c_{n}^{-n}\left[(B x)^{n} / n!\right]
$$

has an infinite radius of convergence, and $B$ depends on $\phi$.

The proof of this lemma follows that of Lemma 1 almost identically, where we assume that $g$ does not satisfy (1), so we are dealing with the nonlocalizable situation. It need not be the case that any $\phi(x) \in C_{x}^{\boldsymbol{g}}$ has an analytic continuation to all $\mathbf{C}^{4}$ in general, since $\phi$ need at most be quasianalytic in $\Omega_{\mu}$ for some $\mu$. That is why we need to impose the condition on the infinite radius of convergence of the series $G(x)$. However, Definition

2 may be used even if it is only quasianalytic but the extension process can only be performed infinitesimally outside the light cone. It does not seem possible to specify the rate of decrease of the commutator in this more general situation. As examples we note that if $c_{n}=n^{-\alpha}$ we return to the $S^{\alpha}$ spaces, whilst if $c_{n}=n^{-1} \log n$ it has an infinite radius of convergence. However, if $c_{n}=n^{-1}(\log n)^{-1}$ the function $G(x)$ has zero radius of convergence, so that analytic continuation of any $\phi \in C_{x}^{\text {P }}$ need not be possible to arbitrary spacelike points.

We can enlarge the above approach to include the range of decrease of the commutator bracket outside the: light cone if we consider the various Wightman functions in terms of their invariant variables; the discussion is so similar to the above, except for replacement of 4vector variables by invariants, that we need not give that discussion here.

## 3. FUNCTIONS OF THE MASSLESS FREE FIELD

Let us turn now to specific examples to indicate how the above formulation of noncausality actually applies. We consider in this section an infinite series in normalordered powers of the free massless scalar field

$$
\begin{equation*}
\phi(x)=\sum_{n=0}\left(d_{n} / n!\right): \phi_{0}^{n}(x): \tag{11}
\end{equation*}
$$

where : : denotes the normal ordering and the $d_{n}$ are real coefficients. Then in the notation of Sec. 4 of Ref. 5,

$$
\begin{align*}
& C_{n, k}\left(x_{1}, \ldots, x_{n}\right)=\sum_{r_{i j} \rightarrow 0} \prod_{\substack{i=1 \\
i \neq k, k+1}}^{r} d_{R_{i}} \quad T^{R / r_{k, k+1}}\left(R!/ r_{k, k+1}\right)^{-1} \\
& \times 2 \pi i \epsilon\left(x_{0}\right)_{r_{k, k+1=0}} \sum^{\infty} \frac{\left.d_{R_{k}} d_{R_{k+1}}-1\right)^{r_{k, k+1}} \delta^{\left(r_{k, k+1}-1\right)}\left(\xi_{k}^{2}\right)}{r_{k, k+1}!\left(r_{k, k+1}-1\right)!\left(4 \pi^{2}\right)^{r_{k, k+1}}} \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
T^{R / r_{k, k+1}}=\prod_{\substack{1, i \in j \in k n \\(i, j) \neq(k, k+1)}}\left[i^{-1} \Delta+\left(x_{i}-x_{j}\right)\right]^{\tau_{i j}} . \tag{13}
\end{equation*}
$$

We see from (12) in this case that if

$$
\begin{equation*}
d_{n}^{2}=\chi^{n} \Gamma(1+n \alpha), \tag{14}
\end{equation*}
$$

then $C_{n, k}$ would appear to be in $T_{n, k}(\beta)$ provided $\beta<2-\alpha$; the nonlocalizable situation corresponds to $\alpha>1$ so the $\beta$ can be chosen less than one to satisfy this. However, there is a difficulty in this approach which we will clarify for the particular case of the 2 -point, $n=2$. For then, using (14),

$$
\begin{align*}
C_{2}\left(x_{1}, x_{2}\right) & =\sum_{n=0}\left(d_{n}^{2} / n!\right)\left[\Delta_{+}\left(x_{1}-x_{2}\right)^{n}-\Delta_{-}\left(x_{1}-x_{2}\right)^{n}\right], \\
& =\sum_{n=0} \int_{0}^{\infty}\left[\left(t^{n \alpha} e^{-t}\right) / n!\right] d t\left[\Delta_{+}\left(x_{1}-x_{2}\right)^{n}-\Delta_{-}\left(x_{1}-x_{2}\right)^{n}\right], \\
& =\int_{0}^{\infty} d t e^{-t}\left\{\exp \left[t^{\alpha} \Delta_{+}\left(x_{1}-x_{2}\right)\right]-\exp \left[t^{\alpha} \Delta_{-}\left(x_{1}-x_{2}\right)\right]\right\} . \tag{15}
\end{align*}
$$

We may form $\left\langle C_{2}, \phi\right\rangle$, for $\phi$ analytic, by using that

$$
\Delta_{ \pm}(x)=\lim _{\epsilon \rightarrow 0}\left[\left(x_{0} \mp i \epsilon\right)^{2}-r^{2}\right]^{-1}
$$

with $x=\left(x_{0}, \mathbf{r}\right)$ so that


FIG. 2. The final contour in the $x_{0}$ plane to which $C$ of Fig. 1 may be shrunk after taking account of the singularities in $\left\langle C_{2}, \phi\right\rangle$.

$$
\begin{equation*}
\left\langle C_{2}, \phi\right\rangle=\lim _{\epsilon \rightarrow 0} \int_{0}^{\infty} d t e^{-t} \int_{C_{\epsilon}} d x_{0} \int d^{3} r e^{t^{\alpha} / x^{2}} \phi(x) \tag{16}
\end{equation*}
$$

where $C_{6}$ is a contour in the complex $x_{0}$ plane composed of two parts, as shown in Fig. 1.

Thus
$\left\langle C_{2}, \phi\right\rangle=\lim _{\sigma \rightarrow 0} \int_{0}^{\infty} d t e^{-t} \int_{C_{E}} d x_{0} \int d^{3} r \sum_{n \rightarrow 0}\left(t^{n \alpha} / n!\right)\left[\left(x^{2}\right)^{n}\right]^{-1} \cdot \phi(x)$
For $|r| \neq 0$ the poles of $\left(x^{2}\right)^{-n}$ are at $x_{0}= \pm|r|$, and the contour $C_{6}$ may be shrunk to that of Fig. 2.

Thus we have

$$
\begin{align*}
\left\langle C_{2}, \phi\right\rangle= & \int_{0}^{\infty} d t e^{-t} \sum_{n} 2 \pi i \frac{t^{n \alpha}}{(n!)^{2}} \int \frac{d^{3} \mathbf{r}}{|\mathbf{r}|^{n}} \\
& \times\left(\left.\frac{\partial^{n} \phi}{\partial x_{0}^{n}}\right|_{x_{0}=|\mathrm{r}|}+\left.(-1)^{n} \frac{\partial^{n} \phi}{\partial x_{0}^{n}}\right|_{x_{0}=|r|}\right) \tag{17}
\end{align*}
$$

Provided that for all $r \in \mathbf{R}^{3}$

$$
\begin{equation*}
|\mathbf{r}| \mathbf{x}\left|\partial^{n} \phi / \partial x_{0}^{n}\right|_{x_{0}=|\mathbf{r}|} \leqslant C_{k} n^{n \beta}(B)^{n} \tag{18}
\end{equation*}
$$

then

$$
\begin{aligned}
& \left|\left\langle C_{2}, \phi\right\rangle\right| \leqslant \text { const } x \int_{0}^{\infty} d t e^{-t} \sum_{n} B^{n}\left[t^{n \alpha} / n^{n(2-\beta)}\right]<\infty \\
& \text { if } \alpha+\beta<2 .
\end{aligned}
$$

This is the same condition which arose above, but now we see the defect arising from both of these approaches. This is that the space integral in (17) is divergent for $n>2$, owing to the factor $|\mathbf{r}|^{-n}$. Thus the condition (18) or the stronger condition $\phi \in S_{x}^{\beta}$ does not lead to a definite value for $\left\langle C_{2}, \phi\right\rangle$. Thus our discussion of functions of the free massless field is deficient at this point. Whilst this is unsatisfactory we will see that a similar situation does not arise in the massive case, so we turn to that now.

## 4. THE MASSIVE CASE

In this section we will consider two very simple examples of nonlocalizable fields which have been discussed already in the localizable case. The first of these is the generalized free field $\phi(x)$ for which the commutator bracket is

$$
\begin{equation*}
[A(x), A(y)]_{-}=\int_{m_{0}^{2}}^{\infty} d \kappa \rho\left(\kappa^{2}\right) \Delta\left(x-y, \kappa^{2}\right) \tag{19}
\end{equation*}
$$

where $\Delta\left(x, \kappa^{2}\right)$ is the invariant propagator for mass $\kappa$. The function $\rho\left(\kappa^{2}\right)$ is allowed to increase for large $\kappa$ with order of growth at most one for localizability. We can see this by considering the rhs of (19) when applied to a test function $\phi$, by means of Fourier transforms, for it takes the value

$$
\begin{align*}
\left.\langle A(x), A(0)]_{-}, \phi\right\rangle & =\int_{m_{0}^{2}}^{\infty} d \kappa^{2} \rho\left(\kappa^{2}\right) \int d^{4} x \Delta\left(x, \kappa^{2}\right) \phi(x), \\
& =\int_{m_{0}^{2}}^{\infty} d \kappa^{2} \rho\left(\kappa^{2}\right) \Delta_{\phi}\left(\kappa^{2}\right), \tag{20}
\end{align*}
$$

where the functions $\Delta_{\phi}$ of $\kappa^{2}$ is defined by

$$
\begin{align*}
\Delta_{\phi}\left(\kappa^{2}\right) & =\int d^{4} x \phi(x) \Delta\left(x, \kappa^{2}\right) \\
& =\int d^{4} p \tilde{\phi}(p) \delta\left(p^{2}-\kappa^{2}\right) \epsilon\left(p_{0}\right) \tag{21}
\end{align*}
$$

where $\phi$ is the Fourier transform of $\phi$. We now prove
Lemma 3: If $\phi \in S^{\alpha B}$ then $\left|\Delta_{\phi}\left(\kappa^{2}\right)\right| \leqslant e^{-(B \kappa) 1 / \alpha}$. (const).
Proof: If

$$
\phi \in S^{\alpha B} \Rightarrow \tilde{\phi} \in S_{\alpha B} \Rightarrow|\tilde{\phi}(p)| \leqslant e^{-(B\|p\|) 1 / \alpha}
$$

where $\|p\|$ is any norm on $\mathbf{R}^{4}$ consistent with the usual Euclidean topology. Let us take $\|p\|^{1 / \alpha}=|p|^{1 / \alpha}+\left|p_{0}\right|^{1 / \alpha}$. Then
$\Delta_{\phi}\left(\kappa^{2}\right)=\int\left(d^{3} p / 2|p|\right)\left[\tilde{\phi}\left(\left(p^{2}+\kappa^{2}\right)^{1 / 2}, p\right)-\tilde{\phi}\left(-\left(p^{2}+\kappa^{2}\right)^{1 / 2}, p\right)\right]$,
so

$$
\begin{aligned}
\left|\Delta_{\Phi}\left(\kappa^{2}\right)\right| & \leqslant \int\left(d^{3} p / 2|p|\right) e^{-(B \| p n) 1 / \alpha}-\left[B\left(p^{2}+\kappa\right)^{1 / 2}\right]^{1 / \alpha} \\
& \leqslant(\text { const }) \times e^{-(B \kappa) 1 / \alpha}
\end{aligned}
$$

as required. Thus the integral on the rhs of (20) is finite at infinity for all $\phi \in S^{\alpha, B+\epsilon}$ and $\epsilon>0$, provided that

$$
\begin{equation*}
|\rho| \sim e^{\left(\kappa^{2}\right) 1 / 2 \alpha} \text { as } \kappa^{2} \rightarrow \infty \tag{23}
\end{equation*}
$$

To take account of possible singularities in $\rho$ we have to discuss the differentiability properties of $\Delta_{\phi}\left(\kappa^{2}\right)$.

Lemma 4: If $\phi \in S^{\alpha, B}\left(\mathrm{R}^{4}\right)$ then $\Delta_{\phi}\left(\kappa^{2}\right) \in S_{\alpha, B}[(0, \infty)]$, the Gelfand-Shilov $S_{\alpha, B}$-space, but defined on the open interval $(0, \infty)$.

Proof: This follows directly from (22), using the differentiability properties of $\phi$ :

$$
\begin{aligned}
\left|\Delta_{\phi}^{(q)}\left(\kappa^{2}\right)\right| \leqslant & \left.\int\left(d^{3} p / 2|p|\right) \left\lvert\,\left(2 \sqrt{p^{2}+\kappa^{2}}\right)^{-1} \cdot \frac{\partial}{\partial \sqrt{\kappa^{2}+p^{2}}}\right.\right)^{(q)} \\
& \times\left[\tilde{\phi}\left(\sqrt{p^{2}+\kappa^{2}}, p\right)-\tilde{\phi}\left(-\sqrt{p^{2}+\kappa^{2}}, p\right)\right] \mid<\infty
\end{aligned}
$$

so that $\Delta_{\Phi}\left(\kappa^{2}\right) \in C^{\infty}((0, \infty))$, the set of indefinitely differentiable functions on the open interval ( $0, \infty$ ). Including the results of Lemma 3 proves the lemma.

We have proved that if $\rho \in S_{\alpha B}(0, \infty)$ then the commutator brackets (as well as all the Wightman functions, as can easily be seen) are all in the appropriate $S^{\alpha B^{\prime}}$ spaces of the relevant 4 -vector variables.

When we turn to the extension problem, with $\alpha<1$, we see that the previous discussion using Fourier transforms can no longer be given, since the test functions of $S_{x}^{\alpha}$ or $S_{x}^{g}$ may increase too rapidly outside the light cone for their Fourier transforms even to be defined. Thus we need to rephrase the preceding discussion purely in terms of coordinate space. We do that in the following lemma.

Lemma 5: If $\phi \in S^{B g}\left(\Omega_{\mu}\right)$ for some $B$ and $\mu$, then $\Delta_{\phi}\left(\kappa^{2}\right) \in S_{B-1 g}(0, \infty)=\left[\phi: \mid x^{k} \phi^{(q)}(x) \leqslant c_{q} B^{k}\left(c_{k}\right)^{-k}, x \in(0, \infty)\right]$.

Proof: Let us consider $\Delta_{\phi}\left(\kappa^{2}\right)$ of (21), and form


FIG. 3. The integration contour $C$ in the complex $x_{0}$ plane over which the massive commutator $\left\langle C_{2}, \phi\right\rangle$ of Eq. (34) is evaluated.

$$
\begin{align*}
\kappa^{2 n} \Delta_{\phi}\left(\kappa^{2}\right) & =\int d^{4} x \kappa^{2 n} \Delta\left(x, \kappa^{2}\right) \phi(x)=\int d^{4} x\left(\square^{2}\right)^{n} \Delta\left(x, \kappa^{2}\right) \phi(x), \\
& =\int d^{4} x \Delta\left(x, \kappa^{2}\right)\left(\square^{2}\right)^{n} \phi(x) . \tag{24}
\end{align*}
$$

Using the standard representation for $\Delta\left(x, \kappa^{2}\right)$,

$$
\Delta\left(x, \kappa^{2}\right)=(4 \pi r)^{-1} \frac{\partial}{\partial r}\left\{\left[\epsilon\left(x_{0}\right) J_{0}\left(\kappa \sqrt{x^{2}}\right)\right] \theta\left(x^{2}\right)\right\}
$$

we obtain

$$
\begin{aligned}
& \kappa^{2 n} \Delta_{\phi}\left(\kappa^{2}\right) \\
& \quad=\int_{-\infty}^{+\infty} d x_{0} \epsilon\left(x_{0}\right) \int_{0}^{\left|x_{0}\right|} r^{2} d r \frac{\partial}{\partial r}\left[r^{-1} \hat{\phi}_{n}\left(x_{0}, r\right)\right] \cdot J_{0}\left(\kappa \sqrt{x_{0}^{2}-r^{2}}\right),
\end{aligned}
$$

where

$$
\hat{\phi}_{n}\left(x_{0}, r\right)=\int_{|\mathbf{r}|=r} d \Omega(\mathbf{r})\left(\square^{2}\right)^{n} \phi,
$$

$d \Omega(\mathbf{r})$ being the measure of the spherical surface $|\mathbf{r}|=r$. In terms of the variables $\lambda=\sqrt{x_{0}^{2}-\mathrm{r}^{2}}$ and $r$, we have

$$
\begin{align*}
\kappa^{2 n} \Delta_{\phi}\left(\kappa^{2}\right)= & \int_{0}^{\infty} \lambda d \lambda \int_{0}^{\infty} r^{2} d r\left(r^{2}+\lambda^{2}\right)^{-1 / 2} \frac{\partial}{\partial r}\left[r^{-1} \bar{\phi}_{n}^{(+)}(\lambda, r)\right. \\
& \left.-r^{-1} \bar{\phi}_{n}^{(-)}(\lambda, r)\right] J_{0}(\kappa \lambda), \tag{25}
\end{align*}
$$

where $\bar{\phi}_{n}^{ \pm}(\lambda, r)=\hat{\phi}_{n}\left( \pm \sqrt{\lambda^{2}+r^{2}}, r\right)$. From (10) we have

$$
\begin{equation*}
r^{-1}\left|\bar{\phi}_{n}^{+}(\lambda, r)-\bar{\phi}_{n}^{-}(\lambda, r)\right| \leqslant\left(\lambda^{2}+r^{2}+1\right)^{-N} B^{2 n}\left(c_{2 n}\right)^{-2 n} \tag{26}
\end{equation*}
$$

for a suitable positive integer $N$, so

$$
\begin{equation*}
\left|\kappa^{2 n} \Delta_{\phi}\left(\kappa^{2}\right)\right| \leqslant(\text { const }) B^{2 n}\left(c_{2 n}\right)^{-2 n} . \tag{27}
\end{equation*}
$$

The derivative $\kappa^{2 n} \Delta_{\Phi}^{(\alpha)}\left(\kappa^{2}\right)$ can be handled exactly as above, with

$$
\begin{aligned}
\kappa^{2 n} \Delta_{\phi}^{(\alpha)}\left(\kappa^{2}\right)= & \int_{0}^{\infty} d \lambda \lambda^{\alpha+1} \int_{0}^{\infty} r^{2} d r\left(\lambda^{2}+r^{2}\right)^{-1 / 2}(\partial / \partial r) r^{-1} \\
& \times\left[\bar{\phi}_{n}^{+}(\lambda, r)-\bar{\phi}_{n}^{-(\lambda, r)] J_{0}^{(6)}(\lambda \kappa)} .\right.
\end{aligned}
$$

The bound (26) with $N \geqslant q+2$ will thus prove

$$
\left|\kappa^{2 n} \Delta_{\phi}^{(6)}\left(\kappa^{2}\right)\right| \leqslant C_{q} B^{2 n}\left(c_{2 n}\right)^{-2 n}
$$

Thus $\Delta_{\phi}\left(\kappa^{2}\right) \in S_{B^{-1}}((0, \infty))$. We may thus extend $[A(x), A(0)]$ as a generalized function-valued operator to the space $S_{x}^{\varepsilon}$ if $\rho \in S_{f}^{\prime}$ ( (since $\cap_{B} S_{\mathrm{B}^{-1}}=S_{g}^{\prime}$ ). We may specify the increase of $\rho\left(\kappa^{2}\right)$ in this case straightforwardly from (27), since then

$$
\begin{equation*}
\mid \Delta_{\phi}\left(\kappa^{2}\right) \leqslant \sup _{n 刃 0} C_{0}\left[B^{2 n}\left(c_{2 n}\right)^{\left.-2 n / \kappa^{2 n}\right]}=C_{0} \bar{G}\left(\kappa^{2} / B\right) ;\right. \tag{28}
\end{equation*}
$$

so the increase of $\rho$ for larger $\kappa^{2}$ must be slower than $\bar{G}\left(\kappa^{2}\right)^{-1}$. In the case of $c_{n}=n^{-\alpha}$ we obtain the familiar value $\bar{G}\left(\kappa^{2}\right)^{-1}=\exp \kappa^{1 / 2 \alpha}$. We have thus proved

Theorem 1: The generalized free field (19) has an extension whose order of decrease outside the light cone is specified by the smallest possible $g$ for which $\rho \in S_{g}^{\prime}$. The bound on $\rho$ for large $\kappa^{2}$ is essentially $\bar{G}\left(\kappa^{2}\right)^{-1}$, where $\bar{G}\left(\kappa^{2}\right)$ is given by (28).

Let us now turn to another simple example of a nonlocalizable field, for the case

$$
\begin{equation*}
B(x)=g\left(\square^{2}\right) A(x), \tag{29}
\end{equation*}
$$

where $A(x)$ is a tempered field (though $A$ could be localizable) and $g$ is a suitable function. To consider this case we note that the Wightman functions for $B$ are trivially related to those for $A$ :

$$
W_{n}^{(B)}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} g\left(\square_{i}^{2}\right) W_{n}^{(A)}\left(x_{1}, \ldots, x_{n}\right) .
$$

Let us consider specifically the 2 -point function

$$
W_{2}^{(B)}\left(x_{1}, x_{2}\right)=g^{2}\left(\square_{x_{1} x_{2}}^{2}\right) W_{2}^{A}\left(x_{1}, x_{2}\right) .
$$

We may write $W_{2}^{A}$ by means of a Lehmann representation

$$
\begin{equation*}
W_{2}^{(A)}(x)=\int_{m_{0}^{2}}^{\infty} d \kappa^{2} \rho^{(A)}\left(\kappa^{2}\right) \Delta^{(+)}\left(x, \kappa^{2}\right), \tag{30}
\end{equation*}
$$

so that $W_{2}^{(A)}$ also has such a representation, though now with weight function $\rho^{(B)}\left(\kappa^{2}=g^{2}\left(\kappa^{2}\right) \rho^{(A)}\left(\kappa^{2}\right)\right.$. Thus if $g$ is an entire function with exponential growth of order ( $\frac{1}{2} \alpha$ ) and $\rho^{(A)}$ is a measure then $\rho^{(B)}\left(\kappa^{2}\right) \in S_{\alpha}^{\prime}$. By the discussion for the generalized free field the commutator

$$
C_{2}^{(A)}(x)=\int_{m_{0}^{2}}^{\infty} d \kappa^{2} \rho^{(A)}\left(\kappa^{2}\right) \Delta\left(x, \kappa^{2}\right)
$$

can be extended to some space $S_{x}^{\alpha}$. For the general commutator

$$
\begin{equation*}
C_{n, j}^{(\dot{B})}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} g\left(\square_{x_{i}}^{2}\right) C_{n, j}^{(A)}\left(x_{1}, \ldots, x_{n}\right) \tag{31}
\end{equation*}
$$

the tempered distribution $C_{n j}^{(A)}$ vanishes outside the light cone in the variable $\xi_{j}=x_{f}, \cdots, x_{j+1}$. The generalized function $g\left(\square_{\xi_{j}}^{2}\right) C_{n j}^{(A)}\left(\xi_{j}\right)$ will have an extension outside the light cone which can be determined immediately, since

$$
\begin{equation*}
\left\langle\bigcap_{i=1}^{n} g\left(\square_{i}^{2}\right) C_{n j} ; \phi\right\rangle=\left\langle C_{n j}, \prod_{i=1}^{n} g\left(\square_{i}^{2}\right) \phi\right\rangle . \tag{32}
\end{equation*}
$$

The details of the extension are given by
Lemma 6: If $g$ is an entire function order of growth $\frac{1}{2} \alpha$, then

$$
\prod_{i=1}^{n} g\left(\square_{i}^{2}\right) \phi \in S\left(\mathbf{R}^{4(n-1)}\right)
$$

for any $\phi \in S^{\beta}\left(\mathbf{R}^{4(n-1)}\right)$, any $\beta<\alpha$, whilst if $\phi \in T_{n j}(\beta)$ then

$$
\prod_{i=1}^{n} g\left(\square_{i}^{2}\right) \phi \in S_{n j}^{x}\left(R^{4(n-1)}\right)
$$

for any $\beta<\alpha$. Here

$$
S_{n j}^{x}\left(R^{4(n-1)}\right)=\bigcup_{\mu>0} S\left(\mathbf{R}^{4(n-2)}\right) \otimes S\left(\Omega_{\mu}\right),
$$

where $S\left(\Omega_{\mu}\right)$ is in the variable $\xi_{j}$. The first part of this lemma follows immediately by Fourier transformation,


FIG. 4. The final contour in the $x_{0}$ plane to which $C$ of Fig. 2 may be shrunk after taking account of the singularities in $\left\langle C_{2}, \phi\right\rangle$.
whilst both it and the second part can be derived by direct computation by using the defining properties of the spaces $S^{\alpha}$ and $S$. Since the support of $C_{n j}$ is the interior of the light cone in $\xi_{j}$ then the right-hand side of (32) is defined for $\phi \in T_{n j}(\beta)$ for any $\beta<\alpha$. We have thus proved

Theorem 2: The massive field (29) has an extension of order of decrease $\alpha$. It is evidently possible to obtain further results on this extension, such as its range or its order, in the case of $S^{8}$ spaces, but we will not do that here, because the results are not of essential interest. This is especially so for both of these examples in that the first, the generalized free field, has the trivial unit $S$ matrix whilst the example (29) has the same $S$ matrix elements as the field $A(x)$, as can easily be seen in momentum space. We leave these cases, then, and turn to functions of the free massive field. These also have trivial $S$ matrix, but have a great deal more complexity.

## 5. FUNCTIONS OF THE FREE MASSIVE FIELD

As before we consider functions of the form

$$
\begin{equation*}
B(x)=\sum_{n \geqslant 0}\left(d_{n} / n!\right): A(x)^{n}:, \tag{33}
\end{equation*}
$$

where $A(x)$ is a free scalar field of mass $m$. We will only investigate the 2 -point function here for simplicity, especially because this situation is already quite complicated. We have, for the massless field, and taking (14), that

$$
\begin{equation*}
\left\langle C_{2}, \phi\right\rangle=\int_{0}^{\infty} d t e^{-t} \lim _{\epsilon \rightarrow 0} \int_{C_{\epsilon}} d x_{0} \int d^{3} x \exp \left[t^{\alpha} \Delta\left(x, m^{2}\right)\right] \phi(x) \tag{34}
\end{equation*}
$$

We have that $\Delta\left(x, m^{2}\right)=m\left(-x^{2}\right)^{-1 / 2} K_{1}\left[m\left(-x^{2}\right)^{1 / 2}\right]$, so that for $|\mathbf{r}| \neq 0$ the contour $C_{\epsilon}$ is to be taken as in Fig. 3. We can express the most singular part of $\Delta$ as

$$
\Delta\left(x, m^{2}\right)=-\left(x^{2}\right)^{-1}-\frac{1}{2} m \log \left(\frac{1}{2} m \sqrt{-x^{2}}\right)+\log \left(-x^{2}\right) O\left(x^{2}\right)
$$

Thus

$$
\begin{align*}
& \exp \left[t^{\alpha} \Delta\left(x, m^{2}\right)\right] \\
& \quad=\exp \left[-t^{\alpha} / x^{2}\right]\left(t^{2} \sqrt{-x^{2}}\right)^{-m / 2} \exp \left[t^{\alpha} \log \left(-x^{2}\right) O\left(x^{2}\right)\right. \tag{35}
\end{align*}
$$

The integration contour $C_{\epsilon}$ may be modified so as to include two small circles, one round $|r|$, the other round $-|\mathbf{r}|$, together with the remainder, so giving the contours of Fig. 4. The contribution from the circles may be evaluated as for the massless case in Sec. 3 by expansion of the first factor in (35). Except for rather special values of $m$ this will give no contribution at all, neglecting the third factor on the rhs of (25) very near $x=0$. So the main contribution to (34) is completely different in the massive case from the massless situation; only the contribution from the contours outside $\pm|r|$ in Fig. 4 are to be considered.

To obtain the extension of (34) we expand the exponential in (34) and use an integral representation ${ }^{11}$ for powers of $\Delta\left(x, m^{2}\right)$ :

$$
\begin{align*}
\left\langle C_{2}, \phi\right\rangle= & 2 \int_{0}^{\infty} d t e^{-t} \int d^{4} x \phi(x) \sum_{n \geqslant 0}\left(t^{n \alpha} / n!\right) \int_{(n m)^{2}}^{\infty} d \kappa^{2} \Delta \\
& \times\left(x, \kappa^{2}\right) \Omega_{n}^{(m)}\left(\kappa^{2}\right) \tag{36}
\end{align*}
$$

where $\Omega_{n}^{(m)}\left(\kappa^{2}\right)$ is the phase space for $n$ particles of mass $m$ and total squared center of mass energy $\kappa^{2}$. We use
the result of Lemma 5 , so that if $\phi \in S_{x}^{\beta}$, with $\beta<1$, then $\Delta_{\Phi}\left(\kappa^{2}\right) \in S_{B B}\left(R_{+}\right)$, for some $B$. Using the bound ${ }^{11}$

$$
\begin{equation*}
\left|\Omega_{n}^{(m)}\left(\kappa^{2}\right)\right| \leqslant(\text { const }) \cdot\left[\kappa^{(n-3) / 2}(\kappa-n m)^{(3 n-s) / 2} / \Gamma(2 n)\right] \tag{37}
\end{equation*}
$$

to within a function of slow increase in $n$ and $\kappa$, which we can neglect without error,

$$
\begin{align*}
\left|\left\langle C_{2}, \phi\right\rangle\right| \leqslant & (\text { const }) \times \int_{0}^{\infty} d t e^{-t} \sum_{n \geqslant 0} \frac{t^{n \alpha}}{n!} \int_{(n m)^{2}}^{\infty} d \kappa^{2} \\
& \times \kappa^{(n-3) / 2}(\kappa-n m)^{(3 n-s) / 2} \exp \left[-(\beta \kappa)^{1 / 8} /[\Gamma(2 n)]\right. \tag{38}
\end{align*}
$$

We may evaluate the $\kappa^{2}$ integral on the rhs of (38) by the change of variable $\kappa=n m x$ to give

$$
\begin{equation*}
(n m)^{2 n-2} \int_{1}^{\infty} d x x^{(n-1) / 2}(x-1)^{(3 n-s) / 2} \exp \left[-(b n m x)^{1 / \beta}\right] \tag{39}
\end{equation*}
$$

Denoting by $g(x) x^{-3 / 2}$ the integrand of (39), we may put a bound on (39) by finding the positive of the maximum of $g$, which is at the solution of

$$
g^{\prime}(x)=\left(\frac{n+2}{2 x}+\frac{(3 n-s)}{2 x-1}-\frac{(b n m)^{1 / \beta}}{\beta} x^{1 / \beta-1}\right) g(x)=0
$$

The solution of this for large $n$ is very close to $x=1$ (in the range $1 \leqslant x \leqslant \infty)$, and has value $x=1+\epsilon, \epsilon \sim(3 n-s)$ $\times \beta / 2(\mathrm{bnm})^{1 / \beta}$, which is as small as we please for $n$ large enough. Then (39) is bounded for all $n$ by

$$
\begin{aligned}
& (n m)^{2 n-2}(1+\epsilon)^{(n+2) / 2} \epsilon^{(3 n-s) / 2} \exp \left[-(b m)^{1 / \&}[n(1+\epsilon)]^{1 / \beta}\right. \\
& \quad \times \int_{1}^{\infty} d x / x^{3 / 2}
\end{aligned}
$$

with crucial contribution proportional to

$$
n^{2 n}[(3 n-s) \beta / 2]^{(3 n-s) / 2} n^{-(\{3 n-s) / 2] / \beta} \exp \left[-(b n m)^{1 / \beta}\right]
$$

or

$$
n^{(3 n) / 2(1-1 / \beta)+2 n} \exp \left[-(b m)^{1 / \beta} n^{1 / \beta}\right.
$$

Thus we have the bound on (38) given by

$$
\begin{align*}
\left|\left\langle C_{2}, \phi\right\rangle\right| \leqslant & \int_{0}^{\infty} d t e^{-t} \sum_{n \geqslant 0}\left(t^{n \alpha} / n!\right) n^{(3 n) / 2(1-1 / \beta)} \\
& \times \exp \left[-(b m n)^{1 / 2}\right. \tag{40}
\end{align*}
$$

and this is finite if $\beta<1$, since then the summation in (40) gives a function increasing at infinity slower than $\exp (t)$. Thus we need to choose any $\beta<1$ for the extension of $\left\langle C_{2}, \phi\right\rangle$ from $S^{\alpha}$ to $S_{x}^{\beta}$ to be possible. We have thus proved

Theorem 3: The 2 -point commutator bracket of the function (33) of the massive free field has an extension of order $\beta$ for any $\beta<1$, where $\alpha$ is defined by (14) and $\alpha>1$.

We note that the massless case does not give the same limitation if the above method is used here, but only the condition $\alpha<1$; this approach only works in that case for a localizable theory. We see that the above method could be extended to the indicatrix spaces, and also to higher point functions, though we will not do the latter of those here since no further insight into the situation is expected to be gained. However, we can sharpen the results of Theorem 3 so as to relate to the discussion of Rieckers. ${ }^{12}$ If we assume, with Rieckers, that for large $n$,

$$
\begin{equation*}
d_{n}^{2} / n!\sim \exp \left(n^{1 / \alpha}\right), \tag{41}
\end{equation*}
$$

then we have to replace the expression (36) by

$$
\left\langle C_{2}, \phi\right\rangle=\sum_{n \geqslant 0}\left(d_{n}^{2} / n!\right) \int_{(n m)^{2}}^{\infty} \Delta_{\phi}\left(\kappa^{2}\right) \Omega_{n}^{(m)}\left(\kappa^{2}\right) d \kappa^{2} ;
$$

so

$$
\begin{aligned}
\left|\left\langle C_{2}, \phi\right\rangle\right| \leqslant \sum_{n} & \exp \left(a n^{1 / \alpha}\right) \int_{G m)^{2}}^{\infty} d \kappa^{2} \frac{\kappa^{(n-3) / 2}(\kappa-n m)^{(3 n-s) / 2}}{\Gamma(2 n)} \\
& \times \exp \left[-(b \kappa)^{1 / \beta}\right] .
\end{aligned}
$$

Using the previous method we obtain

$$
\begin{equation*}
\left|\left\langle C_{2}, \phi\right\rangle\right| \leqslant \sum_{n} \exp \left[a n^{1 / \alpha-(b m n) 1 / \beta} n^{(n / 2)(1-3 / \beta)}\right. \tag{42}
\end{equation*}
$$

This is convergent for any $\beta<\alpha<1$ (agreeing with Rieckers ${ }^{\prime 12}$ results for the Wightman functions), so proving

Theorem 4: The 2-point commutator bracket of the function (33) with coefficients $d_{n}$ satisfying (41) has a decrease outside the light cone of order $\alpha$, and is damped like $\exp \left(-\left|x^{2}\right|^{1 / 2 \alpha}\right)$ as $x^{2} \rightarrow-\infty$ 。

## 6. DISCUSSION

We have obtained a prescription for describing how the commutator bracket of a nonlocalizable field extends outside the light cone, and shown that is is applicable to various models. There are two difficulties associated with this. The first is that we have not been able to show that our prescription does actually work for the case of functions of a massless free field. This is rather surprising since we expect that case to be simpler than the massive one. This problem is associated with that of defining $S^{(n)}\left(x^{2}\right)$ for $n>2$, and of course related to the fact that in the massless case all the higher particle thresholds coalesce onto the single particle one. We do not at present see any way of satisfactorily treating this question, though feel it rather pressing especially because of all the work involved in applications of nonpolynomial Lagrangians which use the massless case. ${ }^{2}$

The second difficulty is that we have not been able to present a realistic model of a truly nonlocalizable field, that is, one for which the $S$ matrix is not the same as that arising from some localizable one. Only if that can be done can we expect that there is any possible physical trace of noncausality. Indeed, we have discussed ${ }^{13}$ recently the manner in which the notion of Borcher's equivalence classes of fields ${ }^{14}$ can be extended to include nonlocalizable ones. What is needed is a proof that any nonlocalizable field is equivalent in this extended sense to some localizable field. This can, indeed, be done if indefinite metric localizable fields are allowed, but it is not known if such a theorem is true for positive metric fields.

Even if it is not possible to say whether or not nonlocalizable fields actually appear as such in nature can we say anything about the expected sizes of the range and order of the extension, if it exists? A natural range would be that determined by the radius of an interaction. There is far greater difficulty about a natural value for the order of the extension, it being a dimensionless quantity. However, the dimensionless quantities of interest are the coupling constants of the various interactions. But present evidence indicates that the order of the nonlocalizability depends heavily on the nature of the interaction; it may well be that among all equivalent interactions the least order of decrease is determined by the dimensionless strength.

We must realize, of course, that noncausality need not destroy many of the usual results which follow from causality, such as analyticity ${ }^{14}$ and even polynomial boundedness of $S$-matrix elements may still be valid. There may be observable effects of nonpolynomiality in the behavior of form factors, as discussed in the localizable case by Jaffe. ${ }^{15}$ We hope to discuss this and related questions in more detail elsewhere.
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#### Abstract

The scattering of time-harmonic plane longitudinal elastic wave by a large convex rigid object with statistical surface irregularities is considered. The maximum deviation of the corrugated surface from the smooth one is assumed to be small, and hence the boundary-perturbation technique is utilized in this study. First, the scattering of longitudinal wave by a large rigid sphere with statistical surface irregularities is treated as a canonical problem in the general discussion. It is found that the higherorder solutions can be obtained from the zeroth-order solution in a straightforward manner. Due to the complexity of the problem, only the first-order solution and its asymptotic expansion are explicitly computed and carried out. A general recipe based on the zeroth-order solution is given for the treatment of the general problem. The asymptotic expressions of mean values of the scattered wave function and the scattered intensity are also given for the general problem.


## 1. INTRODUCTION

In recent years, an increasing amount of attention has been devoted to the study of the effect of statistical surface irregularities on propagation and scattering of various types of waves. Although the general problem of scattering waves from statistical corrugated surfaces appears to be difficult, a number of investigators have been able to make progress by applying either probability theory or perturbation theory to the problem of scattering of waves by statistically corrugated surfaces under a few suitable assumptions. For a systematic classification of existing theories developed for random irregular plane surfaces and a rather complete bibliography, readers are referred to an excellent text by Beckmann and Spizzichino. ${ }^{1}$ Recently, upon using a boundary perturbation technique, Chen and Kim, ${ }^{2}$ Chen, ${ }^{3}$ and Chen and Fan ${ }^{4}$ have studied the effects on the scattering of scalar waves by convex objects with statistical surface irregularities.

The effects of the deterministic surface irregularities of an infinite plane surface on the propagation of elastic waves have been studied by Dunkin and Eringen, ${ }^{5}$ Handelman, 6 and Abubakar. ${ }^{7,8}$ In the present paper, the problem of the scattering of time harmonic plane longitudinal elastic wave by a large convex rigid object with statistical surface irregularities is investigated. The problem permits scalarization such that the method used in the scalar cases (3) and (4) applies. Here the ratio of the maximum deviation of the corrugated surface from the unperturbed one to the local radius of the scatterer is assumed to be small. Hence the scattered wave can be determined by the boundary-perturbation technique, ${ }^{9}$ which is based on the Taylor expansion of boundary conditions at the perturbed boundary and the representation of the field as a power series in the aforementioned ratio.

First, we shall treat the scattering of plane longitudinal elastic wave by a rigid sphere with a statistically corrugated surface as a canonical problem in our general discussion. ${ }^{10}$ This has the advantage of illustrating the method without introducing extraneous geometrical details; it is also a case for which we can obtain the exact perturbation solution, assuming that the perturbation series converges. It is found that the higher-order perturbation solutions can be systematically obtained from the zeroth-order perturbation in a rather straight-
forward manner. The exact perturbation solution can be then asymptotically expanded for large $k_{i} a(i=1,2)$. However, due to the complexity of the problem, only the first-order perturbation solution and its asymptotic representation are explicitly computed. Its expression contains the spherical surface integration over all contributions generated by the equivalent source $S_{1}$, arising from the interaction of the zeroth-order solution with surface irregularities.
Next, as for the case of scalar waves, ${ }^{3}$ a general recipe based on the zeroth-order solution can be constructed from the geometrical theory of diffraction. ${ }^{10,11,12}$ And this recipe is given in the case of scattering by a large convex rigid object with a statistically corrugated surface. Finally, the formulas of the asymptotic representation of mean values of the scattered wave function and the scattered intensity are given for the general problem. It is found that if the surface is statistically homogeneous, the mean value of the surface fluctuation is zero, i.e., $\langle\langle f\rangle\rangle=0$, and then the mean value of the firstorder perturbation is zero. In this case, the explicit computation of the second-order perturbation solution is needed. However, as long as the surface is not statistically homogeneous, the effect of the random rough surface on the scattering of elastic waves can be sufficiently explained by knowing the first-order perturbation solution explicitly.
In a sequel to this paper, the aforementioned surface integral of the first-order perturbation solution containing $S_{1}$ will be evaluated asymptotically for the field point far away from the scatterer. Then the effective reflection and diffraction coefficients will be deduced from it. Finally, the effective scattering cross section will be given.

## 2. GENERAL FORMULATION

The propagation of waves in an homogeneous isotropic elastic medium is governed by the equation

$$
\begin{equation*}
(\lambda+2 \mu) \nabla(\nabla \cdot w)-\mu \nabla \times \nabla \times w=\rho \frac{\partial^{2} w}{\partial t^{2}}, \tag{2.1}
\end{equation*}
$$

where $w$ is the displacement vector, $\rho$ is the density of the medium, $\lambda$ is the Lame's parameter, $\mu$ is the shear modulus of the medium and $\lambda+\frac{2}{3} \mu$ is its compression modulus of the isotropic elastic medium.

By assuming that $w=u(r) e^{i w s}$, Eq. (2.1) can be rewritten as

$$
\begin{equation*}
\alpha^{2} \boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{u})-\beta^{2} \boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{u}+\omega^{2} \mathbf{u}=0 \tag{2.2}
\end{equation*}
$$

where $\alpha=(\lambda+2 \mu / \rho)^{1 / 2}$ and $\beta=(\mu / \rho)^{1 / 2}$ are the velocities of compressional and shear waves respectively in the medium.

Here the scatterer is assumed to be rigid and infinitely dense. Hence u satisfies the boundary condition

$$
\begin{equation*}
\mathbf{u}=0 \tag{2.3}
\end{equation*}
$$

on the surface of the scatterer and a certain radiation condition for $r \rightarrow \infty$ to insure the uniqueness of $\mathbf{u}$.
Let $\Phi$ and $\Psi$ be two scalar functions which satisfy equations

$$
\text { and } \begin{align*}
\nabla^{2} \Phi+K_{1}^{2} \Phi & =0  \tag{2.4}\\
\nabla^{2} \Psi+K_{2}^{2} \Psi & =0
\end{align*}
$$

where

$$
\begin{equation*}
K_{1}=\omega / \alpha \quad \text { and } \quad K_{2}=\omega / \beta \tag{2.6}
\end{equation*}
$$

Then the three independent solutions of (2.2) in the spherical coordinate system are

$$
\begin{align*}
& \mathrm{l}=\nabla \Phi  \tag{2.7}\\
& \mathrm{m}=\nabla \times \mathrm{a} \Psi  \tag{2.8}\\
& \mathrm{n}=1 / K_{2} \nabla \times \mathrm{m} \tag{2.9}
\end{align*}
$$

whère a is any constant unit vector. From Stratton, ${ }^{13}$ one obtains the following set of characteristic wave functions

$$
\begin{aligned}
\mathbf{1}_{e_{m n}}(\mathbf{r})= & \frac{\partial}{\partial r} Z_{n}\left(k_{1} r\right) P_{n}^{m}(\cos \theta)_{\sin }^{\cos } m \varphi 1_{r} \\
& +\frac{1}{r} Z_{n}\left(k_{1} r\right) \frac{\partial}{\partial \theta} P_{n}^{m}(\cos \theta)_{\sin }^{\cos } m \varphi 1_{\theta} \\
& \mp \frac{m}{r \sin \theta} Z_{n}\left(k_{1} r\right) P_{n}^{m}(\cos \theta)_{\cos }^{\sin } m \varphi 1_{\varphi}
\end{aligned}
$$



FIG. 1. The geometry of a statistically corrugated sphere is shown.

$$
\begin{aligned}
& \mathbf{m}_{o m n}(\mathbf{r})=\left.\mp \frac{m}{\sin \theta} Z_{n}\left(k_{2} r\right) P_{n}^{m}(\cos \theta)\right)_{\cos }^{\sin } m \varphi \mathbf{1}_{\theta} \\
& \quad-Z_{n}\left(k_{2} r\right) \frac{\partial}{\partial \theta} P_{n}^{m}(\cos \theta) \\
& \sin \\
& \mathbf{n}_{e_{a} m n}(\mathbf{r})= \frac{n(n+1)}{k_{2} r} Z_{n}\left(k_{2} r\right) P_{n}^{m}(\cos \theta)_{\sin }^{\cos } m \varphi \mathbf{1}_{r} \\
&+ \frac{1}{k_{2} r} \frac{\partial}{\partial r}\left[r Z_{n}\left(k_{2} r\right)\right] \frac{\partial}{\partial \theta} P_{n}^{m}(\cos \theta){\underset{\sin }{\cos } m \varphi \mathbf{1}_{\theta}}^{\mp} \frac{m}{k_{2} r \sin \theta} \frac{\partial}{\partial r}\left[r Z_{n}\left(k_{2} r\right)\right] P_{n}^{m}(\cos \theta)_{\cos }^{\sin } m \varphi \mathbf{1}_{\varphi}
\end{aligned}
$$

where $1_{r}, 1_{\theta}, 1_{\varphi}$ are unit base vectors for the spherical coordinate system; $Z_{n}\left(k_{i} r\right)$ can be any one of the spherical Bessel functions $j_{n}^{n}\left(k_{i} r\right), n_{n}\left(k_{i} r\right), h_{n}^{(1)}\left(k_{i} r\right)$ or $h_{n}^{(2)}\left(k_{i} r\right)$; $P_{n}^{m}(\cos \theta)$ is the associated Legendre polynomial; and the subscript $e$ or $o$ refers to the even or odd nature of the function of $\varphi$. These functions form a complete set with the 1 functions corresponding to the compression wave and the $m$ and $n$ functions corresponding to the shear waves.

## 3. BOUNDARY PERTURBATION FOR A ROUGH SPHERE

Let the position vector be $\mathbf{r}=(r, \theta, \varphi)$. If the random surface $S$ has only a small deviation from the sphere with radius $a$ we may define the surface $S$ (Fig.1) by

$$
\begin{equation*}
\tilde{\mathbf{r}}=a[1+\epsilon f(\theta, \varphi, q)] \tag{3,1}
\end{equation*}
$$

where $\epsilon$ is a small parameter such that $|\epsilon f|<1$; $f(\theta, \varphi, g)$ is a smooth continuous function of $\theta$ and $\varphi$ such that $\left|\frac{\partial f}{\partial \theta}\right|<1$ and $\left|\frac{\partial f}{\partial \varphi}\right|<1$; and $g$ is a random variable over the probability space $Q$ in which a probability density function $P(g)$ is defined such that the average value of a random function $V(\mathbf{r}, g)$ is defined as

$$
\begin{equation*}
\langle V\rangle\rangle=\int_{Q} V(\mathbf{r}, g) P(g) d g \tag{3.2}
\end{equation*}
$$

The perturbation technique consists of setting the scattered wave $u_{s}$ in the form

$$
\begin{equation*}
\mathbf{u}_{s}(\mathbf{r}, g)=\mathbf{u}_{s 0}(\mathbf{r})+\sum_{j=1}^{\infty} \epsilon^{j} \mathbf{u}_{s j}(\mathbf{r}, g) \tag{3.3}
\end{equation*}
$$

and expanding $\mathbf{u}_{i}$ and $\mathbf{u}_{s j}$ in Taylor series near $r=a$. Upon setting $r_{0}=(a, \theta, \varphi)$, we obtain

$$
\begin{equation*}
\mathbf{u}_{i}(\mathbf{r})=\mathbf{u}_{i}\left(\mathbf{r}_{0}\right)+\sum_{j=1}^{\infty} \frac{(\epsilon a f)^{j}}{j!} \mathbf{u}_{i}^{(j)}\left(\mathbf{r}_{0}\right) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{u}_{s}(\mathbf{r})= & \mathbf{u}_{s 0}\left(\mathbf{r}_{0}\right)+\epsilon\left[\left.a f \frac{\partial \mathbf{u}_{s 0}}{\partial r}\right|_{r=a}+\mathbf{u}_{s 1}\left(\mathbf{r}_{0}, g\right)\right] \\
& +\epsilon^{2}\left[\left.\frac{a^{2} f^{2}}{2} \frac{\partial^{2} \mathbf{u}_{s 0}}{\partial r^{2}}\right|_{r=a}+\left.a f \frac{\partial \mathbf{u}_{s 1}}{\partial r}\right|_{r=a}+\mathbf{u}_{r 2}\left(\mathbf{r}_{0}, g\right)\right] \\
& +O\left(\epsilon^{3}\right) \tag{3.5}
\end{align*}
$$

Next, we substitute these expressions into the boundary condition (2.3). By collecting coefficients of $\epsilon^{0}, \epsilon, \epsilon^{2}$, $\cdots$ and equating each one to zero, we obtain

$$
\begin{align*}
& \mathbf{u}_{i}\left(\mathbf{r}_{0}\right)+\mathbf{u}_{s 0}\left(\mathbf{r}_{0}\right)=0  \tag{3.6}\\
& a f\left[\left.\frac{\partial \mathbf{u}_{i}}{\partial r}\right|_{r=a}+\frac{\partial \mathbf{u}_{s 0}}{\partial r}\right]_{r=a}+\mathbf{u}_{s 1}\left(\mathbf{r}_{0}, g\right)=0 \tag{3.7}
\end{align*}
$$

$$
\begin{align*}
\frac{a^{2} f^{2}}{2}\left[\left.\frac{\partial^{2} \mathbf{u}_{i}}{\partial r^{2}}\right|_{r=a}+\left.a f \frac{\partial^{2} \mathbf{u}_{s 0}}{\partial r^{2}}\right|_{r=a}\right] & +\left.a f \frac{\partial \mathbf{u}_{s 1}}{\partial r}\right|_{r=a} \\
& +\mathbf{u}_{s 2}\left(\mathbf{r}_{0}, g\right)=\mathbf{0} \tag{3.8}
\end{align*}
$$

As it has been pointed out by Chen, ${ }^{3}$ the essential effect of this boundary-perturbation technique is to transform the original boundary value problem to an equivalent boundary value problem with unperturbed body as the scatterer on which equivalent sources are induced. These source functions arise from the interactions between the surface irregularity and all the lower order solutions.

## 4. PERTURBATION SOLUTION OF A ROUGH SPHERE

Consider the case where a unit plane compression wave propagating along the negative direction of $z$ axis and impinging on the aforementioned rough sphere. Since the incident wave is independent of $\varphi$ and the fact that

$$
\begin{equation*}
\mathbf{1}_{o 0_{n}}(\mathbf{r})=\mathbf{0}, \quad n=0,1,2, \cdots \tag{4.1}
\end{equation*}
$$

This incident wave can be expressed as

$$
\begin{equation*}
\mathbf{u}_{i}(\mathbf{r})=\sum_{n=0}^{\infty} \alpha_{n} \mathbf{1}_{e O_{n}}(\mathbf{r}) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n}=1 / k_{1}(2 n+1) \exp [i \pi / 2(n+1)], \tag{4.3}
\end{equation*}
$$

since $\mathbf{u}_{i}(0)<\infty$, we let $Z_{n}\left(k_{1} r\right)=j_{n}\left(k_{1} r\right)$ in $l_{e 0 n}(\mathbf{r})$ of (4.2).

The zeroth-order scattered wave can be represented as the linear combination of $1, m$ and $n$. Since $\mathbf{u}_{i}(\mathbf{r})$ is independent of $\varphi$ and the sphere is symmetric with respect to $\varphi, \mathbf{u}_{\text {s0 }}(\mathbf{r})$ should be also independent of $\varphi$, i.e., the subscript $m$ is equal to zero. Observing the fact that
$\mathbf{1}_{o O_{n}}(\mathbf{r})=m_{o 0_{n}}(\mathbf{r})=\mathbf{n}_{o O_{n}}(\mathbf{r})=0, \quad n=0,1,2, \cdots$, (4.4)
we can represent the zeroth-order scattered wave as
$\mathbf{u}_{s 0}(\mathbf{r})=\sum_{n=0}^{\infty}\left[A_{n} \mathbf{1}_{e 0 n}(\mathbf{r})+B_{n} \mathbf{m}_{e 0_{n}}(\mathbf{r})+C_{n} \mathbf{n}_{e 0 n}(\mathbf{r})\right]$,
since $\left.\mathbf{u}_{s}(\mathbf{r}, g)\right|_{r \rightarrow \infty} \simeq(1 / r) e^{-i k_{1} r}$, we let $Z_{n}\left(k_{i} r\right)=$
$h_{n}^{(2)}\left(k_{i} r\right)$ in all scattered waves. By matching the boundary condition (3.6), we obtain

$$
\begin{array}{r}
\alpha_{n} \mathbf{1}_{e 0 n}\left(\mathbf{r}_{0}\right)+A_{n} \mathbf{1}_{e 0 n}\left(\mathbf{r}_{0}\right)+B_{n} \mathrm{~m}_{e 0 n}\left(\mathbf{r}_{0}\right)+C_{n} \mathrm{n}_{e 0 n}\left(\mathbf{r}_{0}\right)=\mathbf{0}, \\
n=0,1,2, \cdots, \quad \tag{4.6}
\end{array}
$$

which is equivalent to

$$
\alpha_{n} k_{1} j_{n}^{\prime}\left(k_{1} a\right)+A_{n} k_{1} h_{n}^{(2)}\left(k_{1} a\right)+C_{n} \frac{n(n+1)}{k_{2} a} h_{n}^{(2)}\left(k_{2} a\right)=0,
$$

$$
\alpha_{n} j_{n}\left(k_{1} a\right)+A_{n} h_{n}^{(2)}\left(k_{1} a\right)
$$

$$
\begin{equation*}
+C_{n} \frac{1}{k_{2}}\left[h_{n}^{(2)}\left(k_{2} a\right)+k_{2} a h_{n}^{(2)^{\prime}}\left(k_{2} a\right)\right]=0, \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
B_{n}=0 . \tag{4.9}
\end{equation*}
$$

Upon solving (4.7), (4.8), and (4.9), we obtain the zerothorder solution
$\mathbf{u}_{s 0}(\mathbf{r})=u_{0 p r}(\mathbf{r}) \mathbf{1}_{r}+u_{0 p \theta}(\mathbf{r}) \mathbf{1}_{\theta}+u_{0 s r}(\mathbf{r}) \mathbf{1}_{r}+u_{0 s \theta}(\mathbf{r}) \mathbf{1}_{\theta}$,
where

$$
\begin{align*}
& \mathbf{u}_{0 p r}(\mathbf{r})=\sum_{n=0}^{\infty} A_{n} k_{1} h_{n}^{(2)^{\prime}}\left(k_{1} r\right) P_{n}(\cos \theta),  \tag{4.10}\\
& \mathbf{u}_{0 p \theta}(\mathbf{r})=\sum_{n=0}^{\infty} A_{n} \frac{1}{r} h_{n}^{(2)}\left(k_{1} r\right) \frac{\partial}{\partial \theta} P_{n}(\cos \theta), \\
& \mathbf{u}_{0 s r}(\mathbf{r})=\sum_{n=0}^{\infty} C_{n} \frac{n(n+1)}{k_{2} r} h_{n}^{(2)}\left(k_{2} r\right) P_{n}(\cos \theta),
\end{align*}
$$

and
$\mathbf{u}_{0 s r}(\mathbf{r})=\sum_{n=0}^{\infty} C_{n} \frac{1}{k_{2} r} \frac{\partial}{\partial r}\left[r h_{n}^{(2)}\left(k_{2} r\right)\right] \frac{\partial}{\partial \theta} P_{n}(\cos \theta)$,
with

$$
\begin{equation*}
A_{n}=\frac{2 n+1}{k_{1}} \frac{\left[n(n+1) / k_{2} a\right] j_{n}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)-\left(k_{1} / k_{2}\right) j_{n}^{\prime}\left(k_{1} a\right)\left[h_{n}^{(2)}\left(k_{2} a\right)+k_{2} a h_{n}^{(2)}\left(k_{2} a\right)\right]}{\left[n(n+1) / k_{2} a\right] h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)-\left(k_{1} / k_{2}\right) h_{n}^{(2)}\left(k_{1} a\right)\left[h_{n}^{(2)}\left(k_{2} a\right)+k_{2} a h_{n}^{(2)}\left(k_{2} a\right)\right]} e^{i(\pi / 2)(n-1)} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{n}=\frac{2 n+1}{k_{1}^{2} a^{2}}\left(\frac{n(n+1)}{k_{2} a} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)-\frac{k_{1}}{k_{2}} h_{n}^{(2)^{1}}\left(k_{1} a\right)\left[h_{n}^{(2)}\left(k_{2} a\right)+k_{2} a h_{n}^{(2)^{1}}\left(k_{2} a\right)\right]\right)^{-1} e^{i(\pi / 2) n} . \tag{4.16}
\end{equation*}
$$

Here $u_{0 p r}$ and $u_{0 p \theta}$ are the $r$ and the $\theta$ components of zeroth-order reflected $P$ (pressure) wave, respectively. Similarly, $u_{0 s r}$ and $u_{0 s \theta}$ are the $r$ and the $\theta$ components of zeroth-order reflected $S$ (shear) wave respectively.

The first-order solution can be represented by the complete expansion,

$$
\begin{align*}
& \mathbf{u}_{s 1}(\mathbf{r}, g)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty}\left[A_{m n} \mathbf{l}_{e m n}(\mathbf{r})+B_{m n} \mathbf{l}_{o m n}(\mathbf{r})+C_{m n} \mathbf{m}_{e m n}(\mathbf{r})\right. \\
& \left.\quad+D_{m n} \mathbf{m}_{o m n}(\mathbf{r})+E_{m n} \mathbf{n}_{e m n}(\mathbf{r})+F_{m n} \mathbf{n}_{o m n}(\mathbf{r})\right] . \tag{4.17}
\end{align*}
$$

The boundary condition (3.7) becomes

$$
\begin{align*}
\mathbf{u}_{s 1}\left(\mathbf{r}_{0}, g\right)= & \sum_{n=0} \sum_{m=0}\left[A_{m n} \mathbf{1}_{e m n}\left(\mathbf{r}_{0}\right)+B_{m n} \mathbf{l}_{o m n}\left(\mathbf{r}_{0}\right)\right. \\
& +C_{m n} \mathbf{m}_{e m n}\left(\mathbf{r}_{0}\right) \mid+D_{m n} \mathbf{m}_{0 m n}\left(\mathbf{r}_{0}\right)+E_{m n} \mathbf{n}_{e m n}\left(\mathbf{r}_{0}\right) \\
& \left.+F_{m n} \mathbf{n}_{o m n}\left(\mathbf{r}_{0}\right)\right] \\
= & -a f(\theta, \varphi, g)\left[\left.\frac{\partial \mathbf{u}_{i}}{\partial r}\right|_{r=0}+\left.\frac{\partial \mathbf{u}_{s 0}}{\partial r}\right|_{r=a}\right] \equiv \mathbf{S}_{1} . \tag{4.18}
\end{align*}
$$

To find the coefficients $A_{m n}$ through $F_{m n}$, we take the scalar products of (4.18) with $1_{e m n}\left(\mathbf{r}_{0}\right)^{m n}$ through $\mathrm{n}_{0 m n}\left(\mathbf{r}_{0}\right)$ successively. Here the scalar product of $\mathbf{1}$ and $\mathbf{n}$ is defined as

$$
\begin{equation*}
\langle 1 \cdot \mathrm{n}\rangle=\int_{0}^{2 \pi} \int_{0}^{\pi} 1 \cdot \mathrm{nsin} \theta d \theta d \varphi, \tag{4.19}
\end{equation*}
$$

where $\sin \theta d \theta d \varphi$ is the element of surface on the unit sphere. Upon using the orthogonality relations given in Appendix (1), we get

$$
\begin{align*}
& A_{m n}\|\mathbf{l}\|^{2}+E_{m n}\langle\mathbf{l} \cdot \mathbf{n}\rangle=\left\langle\mathbf{s}_{1} \cdot \mathbf{l}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.20}\\
& B_{m n}\| \| \|^{2}+F_{m n}\langle\mathbf{l} \cdot \mathbf{n}\rangle=\left\langle\mathbf{s}_{1} \cdot \mathbf{1}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.21}\\
& C_{m n}\|\mathbf{m}\|^{2}=\left\langle\mathbf{s}_{1} \cdot \mathbf{m}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.22}\\
& D_{m n}\|\mathbf{m}\|^{2}=\left\langle\mathbf{s}_{1} \cdot \mathbf{m}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.23}\\
& A_{m n}\langle\mathbf{l} \cdot \mathbf{n}\rangle+E_{m n}\|\mathbf{n}\|^{2}=\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.24}\\
& B_{m n}\langle\mathbf{l} \cdot \mathbf{n}\rangle+F_{m n}\|\mathbf{n}\|^{2}=\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle . \tag{4.25}
\end{align*}
$$

By solving this system of six linear equations with six unknowns, we obtain the coefficients

$$
\begin{align*}
& A_{m n}=G_{m n}\left[\|\mathbf{n}\|^{2}\left\langle\mathbf{s}_{1} \cdot \mathbf{l}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle-\langle\mathbf{l} \cdot \mathbf{n}\rangle\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle\right]  \tag{4.26}\\
& B_{m n}=G_{m n}\left[\|\mathbf{n}\|^{2}\left\langle\mathbf{s}_{1} \cdot \mathbf{l}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle-\langle\mathbf{l} \cdot \mathbf{n}\rangle\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle\right]  \tag{4.27}\\
& C_{m n}=\|\mathbf{m}\|^{-2}\left\langle\mathbf{s}_{1} \cdot \mathbf{m}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.28}\\
& D_{m n}=\|\mathbf{m}\|^{-2}\left\langle\mathbf{s}_{1} \cdot \mathbf{m}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle,  \tag{4.29}\\
& E_{m n}=G_{m n}\left[\|\mathbf{l}\|^{2}\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle-\langle\mathbf{l} \cdot \mathbf{n}\rangle\left\langle\mathbf{s}_{1} \cdot \mathbf{l}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle\right],  \tag{4.30}\\
& F_{m n}=G_{m n}\left[\|\mathbf{l}\|^{2}\left\langle\mathbf{s}_{1} \cdot \mathbf{n}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle-\langle\mathbf{l} \cdot \mathbf{n}\rangle\left\langle\mathbf{s}_{1} \cdot \mathbf{l}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle\right] \tag{4.31}
\end{align*}
$$

where

$$
\begin{align*}
G_{m n}= & \left(\left(1+\delta_{m}\right) \frac{2 \pi}{2 n+1} \frac{(n+m)!}{(n-m)!} \sqrt{n(n+1)} \frac{1}{a}\right)^{-2} \\
& \times\left(\frac{n(n+1)}{k_{2} a} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)-\frac{k_{1}}{k_{2}} h_{n}^{(2)^{1}}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)\right. \\
& \left.-k_{1} a h_{n}^{(2)^{1}}\left(k_{1} a\right) h_{n}^{(2)^{1}}\left(k_{2} a\right)\right)^{-2} . \tag{4.32}
\end{align*}
$$

The second-order and higher-order solutions can be obtained exactly in the same manner.

## 5. ZEROTH-ORDER SOLUTION IN THE EXTERIOR OF A LARGE SPHERE

The solution obtained in the preceding section is quite general and valid as long as the roughness of the surface satisfies the prescribed conditions. However, for the purpose of numerical evaluations and physical interpretation, these series converge fast enough only for $a<L$, where $L$ is the wave length of the incident wave.
Thus when $k_{1} a>1$, we must seek another representation of the solution. Some years ago, Negase ${ }^{14}$ obtained the high-frequency asymptotic solution for the problem of diffraction of elastic waves by a spherical cavity imbedded in an infinite elastic medium. Later, the highfrequency asymptotic solution for the problem of diffraction of elastic waves by a smooth convex rigid cylinder and a smooth convex soft cylinder were derived by Gilbert and Knopoff. ${ }^{12,15}$ More recently, Christiansen ${ }^{16}$ has obtained the high-frequency asymptotic solution for the case of an elastic cylinder imbedded in a different elastic medium. Since the zeroth-order solution for the case of smooth rigid sphere and its asymptotic solution has not appeared in the existing literature, it is worth the effort to derive it in a complete manner here.
In this paper we shall follow the treatment of Chen, ${ }^{3}$ Chen and Fan ${ }^{4}$ rather closely. By means of Poisson summation formula [Appendix (2)] and from the relations between spherical Bessel functions and Bessel functions [Appendix (3)], Eqs. (4.11)-(4.14) can be rewritten as

$$
\begin{align*}
& \mathbf{u}_{o p r}(\mathbf{r})=\left(\frac{\pi}{2 k_{1} r}\right)^{1 / 2} \sum_{l=-\infty}^{\infty} \int_{0}^{\infty} H_{\nu}^{(2)^{1}}\left(k_{1} r\right) P_{\nu-1 / 2}(\cos \theta) \\
& \quad \times \exp \left(-i 2 \pi l \nu+i \pi l+i \frac{1}{2} \pi \nu-i \frac{3}{4} \pi\right) \nu d \nu \\
& \quad+\left(\frac{\pi}{2 k_{1} r}\right)^{1 / 2} \sum_{l=-\infty} \int_{0}^{\infty} \frac{N_{0}}{D_{0}} \frac{H_{\nu}^{(1)}\left(k_{1} a\right) H_{\nu}^{(2)^{1}}\left(k_{1} r\right)}{H_{\nu}^{(2)}\left(k_{1} a\right)} P_{\nu-1 / 2}(\cos \theta) \\
& \quad \times \exp \left(-i 2 \pi l \nu+i \pi l+i \frac{1}{2} \pi \nu-i \frac{3}{4} \pi\right) \nu d \nu \tag{5.1}
\end{align*}
$$

$$
\begin{align*}
u_{0 p \theta}(\mathbf{r})= & \frac{1}{k_{1} r}\left(\frac{\pi}{2 k_{1} r}\right)^{1 / 2} \sum_{i=-\infty}^{\infty} \int_{0}^{\infty} H_{\nu}^{(2)}\left(k_{1} r\right) \frac{\partial}{\partial \theta} P_{\nu-1 / 2}(\cos \theta) \\
& \times \exp \left(-i 2 \pi l \nu+i \pi l+i \frac{1}{2} \pi \nu-i \frac{3}{4} \pi\right) \nu d \nu \\
& +\frac{1}{k_{1} r}\left(\frac{\pi}{2 k_{1} r}\right)^{1 / 2} \sum_{i=-\infty}^{\infty} \int_{0}^{\infty} \frac{N_{0}}{D_{0}} \frac{H_{\nu}^{(1)}\left(k_{1} a\right) H^{(2)}\left(k_{1} r\right)}{H_{\nu}^{(2)}\left(k_{1} a\right)} \frac{\partial}{\partial \theta} \\
& \times P_{\nu-1 / 2}(\cos \theta) \exp \left(-i 2 \pi l \nu+i \pi l+i \pi \nu-i \frac{3}{4} \pi\right) \nu d \nu \\
u_{0 s r}(\mathbf{r})= & \frac{2}{k_{1}^{3} a^{3} k_{2} r}\left(\frac{2 k_{1} a^{2}}{\pi r}\right)^{1 / 2} \sum_{i=-\infty}^{\infty} \int_{0}^{\infty} \frac{1}{D_{0}} \frac{H_{\nu}^{(2)}\left(k_{2} r\right)}{H_{\nu}^{(2)}\left(k_{1} a\right) H_{\nu}^{(2)}\left(k_{2} a\right)}  \tag{5.2}\\
\times & P_{\nu-1 / 2}(\cos \theta) \exp \left(-i 2 \pi l \nu+i \pi l+i \frac{1}{2} \pi \nu-i \frac{1}{4} \pi\right) v d \nu \\
u_{0 s \theta}(\mathbf{r})= & \frac{2}{k_{1}^{3} a^{3}}\left(\frac{2 k_{1} a^{2}}{\pi r}\right)^{1 / 2} \sum_{l=-\infty}^{\infty} \int_{0}^{\infty} \frac{1}{D_{0}} \frac{H_{\nu}^{(2)^{1}}\left(k_{2} r\right)}{H_{\nu}^{(2)}\left(k_{1} a\right) H_{\nu}^{(2)}\left(k_{2} a\right)} \frac{\partial}{\partial \theta} \\
\times & P_{\nu-1 / 2}(\cos \theta) \exp \left(-i 2 \pi l \nu+i \pi l+i \frac{1}{2} \nu-i \frac{1}{4} \pi\right) \nu d \nu \tag{5.4}
\end{align*}
$$

where

$$
\begin{equation*}
N_{0}=\frac{\nu^{2}}{k_{1} k_{2} a_{2}}-\frac{H_{\nu}^{(1)^{\prime}}\left(k_{1} a\right)}{H_{\nu}^{(1)}\left(k_{1} a\right)} \frac{H_{\nu}^{(2)^{\prime}}\left(k_{2} a\right)}{H_{\nu}^{(2)}\left(k_{2} a\right)} \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{0}=\frac{\nu^{2}}{k_{1} k_{2} a^{2}}-\frac{H_{\nu}^{(2)}\left(k_{1} a\right)}{H_{\nu}^{(2)}\left(k_{1} a\right)} \frac{H_{\nu}^{(2)^{\prime}}\left(k_{2} a\right)}{H_{\nu}^{(2)}\left(k_{2} a\right)} . \tag{5.6}
\end{equation*}
$$

## A. Geometric optics wave

The criterion for the proper identification of the geometric optics wave from the asymptotic evaluation of equations (5.1)-(5.4) is the existence of real saddle points $\nu_{0}$ such that $0<\nu_{0}<k_{1} a$.
Define

$$
\begin{equation*}
Q_{\nu-1 / 2}^{(2)}=\frac{1}{2}\left(P_{\nu-1 / 2}+i \frac{2}{\pi} Q_{\nu-1 / 2}\right) \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\nu-1 / 2}^{(2)}=\frac{1}{2}\left(P_{\nu-1 / 2}-i \frac{2}{\pi} Q_{\nu-1 / 2}\right) \tag{5.8}
\end{equation*}
$$

where $Q_{\nu-1 / 2}$ is the Legendre function of the second kind. Then we may substitute

$$
\begin{equation*}
P_{\nu-1 / 2}=Q_{\nu-1 / 2}^{(1)}+Q_{\nu-1 / 2}^{(2)} \tag{5.9}
\end{equation*}
$$

into (5.1)~(5.4). After using the proper asymptotic forms [Appendix (4), (5)] and the saddle-point method [Appendix (6)], it can easily be shown that there is no real saddle point for terms with $Q_{\nu-1 / 2}^{(2)}$ and for terms with $Q_{\nu-1 / 2}$ the real saddle points exist only when $l=0$.
The corresponding saddle-point equation of the first terms of and $u_{0 p \theta}$ is

$$
\begin{equation*}
\cos ^{-1}\left(\nu_{0} / k_{1} r\right)=\theta-(\pi / 2) \tag{5.10}
\end{equation*}
$$

It has a unique real solution only for the field point $r$ lying in the shadow region (Fig. 2) and the solution is

$$
\begin{equation*}
\nu_{0}=k_{1} r \sin \theta \tag{5.11}
\end{equation*}
$$

Upon substituting (5.11) into (5.10), one obtains the correct geometrical relation

$$
\begin{equation*}
\theta=\theta \tag{5.12}
\end{equation*}
$$

The corresponding saddle point equation of the second terms of $u_{o p r}$ and $u_{o p \theta}$ is
$\cos ^{-1}\left(\nu_{0} / k_{1} r\right)-2 \cos ^{-1}\left(\nu_{0} / k_{1} a\right)=\theta-(\pi / 2)$.

It has a unique real solution only for the field point $r$ lying in the lit region (Fig. 3) and its solution can be expressed in terms of physical entities as

$$
\begin{equation*}
\nu_{0}=k_{1} a \sin \eta_{0 p}=k_{2} a \sin \lambda_{0 p}=k_{1} r \sin \xi_{0 p} \tag{5.14}
\end{equation*}
$$

By substituting (5.14) into (5.13), one obtains the correct geometrical relation (Fig. 3) as

$$
\begin{equation*}
2 \eta_{0 p}-\xi_{0 p}=\theta \tag{5.15}
\end{equation*}
$$

The saddle point equation of $u_{o s r}$ and $u_{o s \theta}$ is

$$
\begin{equation*}
\cos ^{-1} \frac{\nu_{0}}{k_{2} r}-\cos ^{-1} \frac{\nu_{0}}{k_{1} a}-\cos ^{-1} \frac{\nu_{0}}{k_{2} a}=\theta-\frac{\pi}{2} \tag{5.16}
\end{equation*}
$$

It has a unique real solution only for the field point lying in the lit region (Fig. 4) and its solution can be expressed in terms of physical entities as

$$
\begin{equation*}
\nu_{0}=k_{1} a \sin \eta_{0 s}=k_{2} a \sin \lambda_{0 s}=k_{2} r \sin \zeta_{0 s} \tag{5.17}
\end{equation*}
$$

By substituting (5.17) into (5.16), one obtains the correct geometrical relation (Fig. 4) as

$$
\begin{equation*}
\eta_{0 s}+\lambda_{0 s}-\zeta_{0 s}=\theta \tag{5.18}
\end{equation*}
$$

The saddle-point path $C$ is shown in Fig. 5. It is found that the end-point contribution of integrals is asymptotically small in comparison with the saddle-point contribution; hence it can be neglected. Finally, the saddlepoint contributions of each component of $u_{\text {so }}$ are
$u_{0 p r}^{G}(\mathbf{r}) \approx \cos \xi_{0 p} D_{0 p} R_{0 p} \exp \left[-i k_{1}\left(r \cos \xi_{0 p}-2 a \cos \eta_{0 p}\right)\right]$ in the lit region,
$\approx \cos \theta \exp \left[i k_{1} r \cos \theta\right]$ in the shadow region,(5.19)
$u_{O p \theta}^{G}(\mathbf{r}) \simeq \sin \xi_{O p} D_{O p} R_{O p} \exp \left[-i k_{1}\left(r \cos \xi_{O p}-2 a \cos \eta_{O p}\right)\right]$ in the lit region,
$\simeq-\sin \theta \exp \left[i k_{1} r \cos \theta\right]$ in the shadow region,
$u_{0 s r}^{G}(\mathbf{r}) \simeq N \sin \zeta_{0 s} D_{0 s} R_{0 s}$
$\times \exp \left[-i k_{2}\left(r \cos \zeta_{0 s}-a \cos \lambda_{0 s}-(1 / N) a \cos \eta_{0 s}\right)\right]$ in the lit region,
$\simeq 0 \quad$ in the shadow region,
(5.21)
$u_{0 s \theta}^{G}(\mathbf{r}) \approx-N \cos \zeta_{0 s} D_{0 s} R_{0 s}$
$\times \exp \left[-i k_{2}\left(r \cos \zeta_{0 s}-a \cos \lambda_{0 s}-(1 / N) a \cos \eta_{0 s}\right)\right]$ in the lit region,
$\simeq 0 \quad$ in the shadow region
with

$$
\begin{align*}
& D_{0 p}=\left(\frac{a^{2} \cos \eta_{0 p} \sin \eta_{0 p}}{r \sin \theta\left(2 r \cos \xi_{0 p}-a \cos \eta_{O p}\right.}\right)^{1 / 2},  \tag{5.23}\\
& R_{0 p}=\frac{\cos \left(\eta_{O p}+\lambda_{0 p}\right)}{\cos \left(\eta_{O p}-\lambda_{0 p}\right)}  \tag{5.24}\\
& D_{0 s}=\left(\frac{a^{2} \cos \lambda_{0 s} \sin \eta_{0 s}}{r \sin \theta\left[r \cos \zeta_{0 s}+\left(\cos \eta_{0 s} / N \cos \lambda_{0 s}\right)\left(r \cos \zeta_{0 s}-a \cos \lambda_{0 s}\right)\right]}\right)^{1 / 2}  \tag{5.25}\\
& R_{0 s}=\frac{2 \cos \eta_{0 s} \sin \lambda_{0 s}}{\cos \left(\eta_{0 s}-\lambda_{0 s}\right)} \tag{5.26}
\end{align*}
$$

$$
\begin{equation*}
N=\left(k_{2} / k_{1}\right)>1, \tag{5.27}
\end{equation*}
$$



FIG. 5. The saddle-point path $C$ is shown schematically.


FIG. 6. This figure shows schematically the positions of the poles of the integrand of (5.31)-(5.34), as well as the negative path of integration in the $\nu$ plane.
where $D_{0 p}$ and $R_{0 p}$ are the divergence factor and the reflection coefficient ${ }^{10}$ of the zeroth-order reflected compression wave, respectively; $D_{0 \mathrm{~s}}$ and $R_{0 \mathrm{~s}}$ are the divergence factor and the reflection coefficient of the zeroth-order reflected shear wave, respectively. Hence from (4.10), (5.19)-(5.22), we have
$u_{s 0}(\mathbf{r}) \approx\left(\cos \zeta_{O p} \mathbf{1}_{r}+\sin \xi_{O p} 1_{\theta}\right) D_{O p} R_{0 p}$
$\times \exp \left[-i k_{1}\left(r \cos \xi_{0 p}-2 a \cos \eta_{0 p}\right)\right]$
$+N\left(\sin \zeta_{0 s} \mathbf{1}_{r}-\cos \zeta_{0 s} \mathbf{1}_{\theta}\right) D_{0 s} R_{0 s}$
$\times \exp \left[-i k_{2}\left(r \cos \zeta_{0 s}-a \cos \lambda_{0 s}-(a / N) \cos \eta_{0 s}\right)\right]$
in the lit region,

$$
\approx\left(\cos \theta \mathbf{1}_{r}-\sin \theta \mathbf{1}_{\theta}\right) \exp \left[i k_{1} r \cos \theta\right]
$$

in the shadow region.
The unit plane compression incident wave, which propagates along the negative direction of $Z$ axis, has the simple form

$$
\begin{align*}
\mathbf{u}_{i}(\mathbf{r}) & =-1_{z} \exp \left(i k_{1} z\right) \\
& =\left(-\cos \theta \mathbf{1}_{r}+\sin \mathbf{1}_{\theta}\right) \exp \left(i k_{1} r \cos \theta\right) \tag{5.29}
\end{align*}
$$

Finally, combination of (5.28) and (5.29) yields the total zeroth-order geometric optics wave,
$\mathbf{u}_{i}(\mathbf{r})+\mathbf{u}_{s 0}^{G}(\mathbf{r}) \approx\left(-\cos \theta \mathbf{1}_{r}+\sin \theta \mathbf{1}_{\theta}\right) \exp \left[i k_{1} r \cos \theta\right]$
$+\left(\cos \xi_{O p} 1_{r}+\sin \xi_{O p} 1_{\theta}\right) D_{O p} R_{O p}$
$\times \exp \left[-i k_{1}\left(r \cos \xi_{0 p}-2 a \cos \eta_{0 p}\right)\right]$
$+\left(\sin \zeta_{0 s} \mathbf{1}_{r}-\cos \zeta_{0 s} \mathbf{1}_{\theta}\right) N D_{0 s} R_{0 s}$
$\times \exp \left[-i k_{2}\left(r \cos \zeta_{0 s}-a \cos \lambda_{0 s}-(a / N) \cos \eta_{0 s}\right)\right]$ in the lit region,
$\approx 0$ in the shadow region.

## B. Diffracted Wave

Contributions to the integrals (5.1)-(5.4) also arise from the poles of the integrands. In order to make the asymptotic evaluation, we first extend the integrals along the positive real $\nu$ axis to the entire real $\nu$ axis.
It is easy to see that $D_{0}$ has zeros of first order, which in turn, are the simple poles of the integrands. With the aid of the Appendix (8), the approximate positions of the poles $\nu_{\lambda}$ are determined by the equation
$\frac{\nu_{\lambda}^{2}}{k_{1} k_{2} a^{2}}-i\left(1-\frac{\nu_{\lambda}^{2}}{k_{1}^{2} a^{2}}\right)^{1 / 2}\left(\frac{6}{k_{1} a}\right)^{1 / 3} e^{i \pi / 3} \frac{\mathrm{Ai}^{\prime}\left(t_{\lambda}\right)}{\mathrm{Ai}\left(t_{\lambda}\right)}=0$
and have the form

$$
\begin{equation*}
\nu_{\lambda}=k_{1} a+t_{\lambda}\left[\left(k_{1} a / 6\right)\right]^{1 / 3} e^{-i \pi / 3}+\cdots \tag{5.32}
\end{equation*}
$$

where $\operatorname{Ai}\left(t_{\lambda}\right)$ is the Airy functions of $t_{\lambda}$.
After closing the contour in the lower half complex $\nu$ plane (Fig. 6), evaluation of the residues and neglecting terms of $O\left[\left(k_{i} a\right)^{-1}\right], i=1$, 2, we obtain the zeroth-order diffracted wave,

$$
\begin{aligned}
& \mathbf{u}_{s 0}^{D}(\mathbf{r}) \\
& \quad \times \sum_{\nu_{\lambda}}\left\{\left[\left(1-\frac{a^{2}}{r^{2}}\right)^{1 / 2} \mathbf{1}_{r}+\frac{a}{r} \mathbf{1}_{\theta}\right]\right. \\
& \\
& \quad+\left[\left(1-\frac{a^{2}}{r^{2}}\right)^{1 / 2} \mathbf{1}_{r}-\frac{a}{r} \mathbf{1}_{\theta}\right] \exp \left[-i \nu_{\lambda}\left(2 \pi+\theta-\frac{1}{2} \pi\right)+i \frac{3}{2} \pi\right] \\
& \quad \times \mathcal{D}_{0 p}\left(\frac{a}{r^{2} \sin \theta}\right)^{1 / 2}\left(1-\frac{a^{2}}{r^{2}}\right)^{-1 / 4}\left(1+e^{\left.-i 2 \pi \nu_{\lambda}\right)^{-1}}\right. \\
& \quad \times \exp \left[-i k_{1}\left(r^{2}-a^{2}\right)^{1 / 2}+i \nu_{\lambda} \cos ^{-1} \frac{a}{r}\right] \\
& \quad+\sum_{\nu_{\lambda}}\left\{\left[\frac{a}{N r} \mathbf{1}_{r}+\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{1 / 2} \mathbf{1}_{\theta}\right] \exp \left[-i \nu_{\lambda}\left(2 \pi+\theta-\frac{1}{2} \pi\right)\right]\right. \\
& \quad+\left[\frac{a}{N r} \mathbf{1}_{r}-\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{1 / 2} \mathbf{1}_{\theta}\right] \\
& \left.\quad \times \exp \left[-i \nu_{\lambda}\left(2 \pi-\theta-\frac{1}{2} \pi\right)-i \frac{1}{2} \pi\right]\right\} \\
& \quad \times D_{0 s}\left(\frac{a}{r^{2} \sin \theta}\right)^{1 / 2}\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{-1 / 4}\left(1+e^{\left.-i 2 \pi \nu_{\lambda}\right)^{-1}}\right. \\
& \quad \times \exp \left[-i k_{2}\left(r^{2}-\frac{a^{2}}{N^{2}}\right)^{1 / 2}+i k_{2}\left(a^{2}-\frac{a^{2}}{N^{2}}\right){ }^{1 / 2}\right. \\
& \left.\quad+i \nu_{\lambda} \cos { }^{-1} \frac{a}{N r}-i \nu_{\lambda} \cos ^{-1} \frac{1}{N}\right]
\end{aligned}
$$

in the lit region

$$
\begin{align*}
& \simeq \sum_{\nu_{\lambda}}\left\{\left[\left(1-\frac{a^{2}}{r^{2}}\right)^{1 / 2} \mathbf{1}_{r}+\frac{a}{r} 1_{\theta}\right] \exp \left[-i \nu_{\lambda}\left(\theta-\frac{\pi}{2}\right)+i \frac{\pi}{2}\right]\right. \\
& \quad+\left[\left(1-\frac{a^{2}}{r^{2}}\right)^{1 / 2} 1_{r}-\frac{a}{r} \mathbf{1}_{\theta}\right] \exp \left[-i \nu_{\lambda}\left(2 \pi-\theta-\frac{\pi}{2}\right)+i \pi\right] \\
& \quad \times D_{0 p}\left(\frac{a}{r^{2} \sin \theta}\right)^{1 / 2}\left(1-\frac{a^{2}}{r^{2}}\right)^{-1 / 4}\left(1+e^{\left.-i 2 \pi \nu_{\lambda}\right)^{-1}}\right. \\
& \quad \times \exp \left[-i k_{1}\left(r^{2}-a^{2}\right)^{1 / 2}+i \nu_{\lambda} \cos ^{-1} \frac{a}{r}\right] \\
& \quad+\sum_{\nu \lambda}\left(\left[\frac{a}{N_{r}} 1_{r}+\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{1 / 2} \mathbf{1}_{\theta}\right] \exp \left[-i \nu_{\lambda}\left(\theta-\frac{\pi}{2}\right)+i \pi\right]\right. \\
& \quad+\left[\frac{a}{N r} \mathbf{1}_{r}-\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{1 / 2} \mathbf{1}_{\theta}\right] \\
& \left.\quad \times \exp \left[-i \nu_{\lambda}\left(2 \pi-\theta-\frac{\pi}{2}\right)+i \frac{3}{2} \pi\right]\right\} \\
& \quad \times D_{0 s}\left(\frac{a}{r^{2} \sin \theta}\right)^{1 / 2}\left(1-\frac{a^{2}}{N^{2} r^{2}}\right)^{-1 / 4}\left(1+e^{\left.-i 2 n v_{\lambda}\right)^{-1}}\right. \\
& \left.\quad+i v_{\lambda} \cos { }^{-1} \frac{a}{N r}-i \nu_{\lambda} \cos ^{-1} \frac{1}{N}\right] \text { in the shadow region }
\end{align*}
$$

where the coefficients $\mathscr{D}_{0 p}$ and $\mathscr{D}_{0 s}$ are defined as $D_{0 p}=\frac{1}{2}\left(N^{2}-1\right)^{1 / 2}\left(2 \pi / k_{1}\right)^{1 / 2}\left[\operatorname{Ai}\left(t_{\lambda} e^{-i \frac{2 \pi}{3}}\right) / \mathrm{Ai}\left(t_{\lambda}\right)\right] e^{-i_{5} \frac{5}{2} \pi}$
for the zeroth-order diffracted $P$-wace, and
$D_{0 s}=2 \pi N^{2}\left(1-\frac{1}{N^{2}}\right)^{3 / 4}\left(\frac{1}{k_{1} a}\right)^{1 / 2}\left(\frac{k_{1} a}{6}\right)^{1 / 3} \frac{1}{\mathrm{Ai}\left(t_{\lambda}\right)} e^{-i \frac{\pi}{3}}$
for the zeroth-order diffracted $S$ wave.
The detailed physical interpretation of the zeroth-order diffracted wave has been given for scalar and vector waves before. ${ }^{11.12}$ Hence only few simple geometric interpretation are shown in Figs. 7 and 8.

## 6. FIRST ORDER SOLUTION IN THE EXTERIOR OF A LARGE ROUGH SPHERE

Upon substituting (4.26) $-(4.31$ ) into (4.17), we have

$$
\begin{align*}
\mathbf{u}_{s 1}(\mathbf{r}, g)= & \mathbf{u}_{11}(\mathbf{r}, g)+\mathbf{u}_{12}(\mathbf{r}, g)+\mathbf{u}_{13}(\mathbf{r}, g) \\
& +\mathbf{u}_{14}(\mathbf{r}, g)+\mathbf{u}_{15}(\mathbf{r}, g) \tag{6,1}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{u}_{11}(\mathbf{r}, g)= & \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} G_{m n}\|\mathbf{n}\|^{2}\left[\left\langle\mathbf{S}_{1}-\mathbf{1}_{e m n}\left(\mathbf{r}_{0}\right\rangle\right\rangle \mathbf{1}_{e m n}(\mathbf{r})\right. \\
& \left.+\left\langle\mathbf{S}_{1} \cdot \mathbf{1}_{e m n}\left(\mathbf{r}_{0}\right)\right\rangle \mathbf{1}_{o m n}(\mathbf{r})\right]  \tag{6.2}\\
\mathbf{u}_{12}(\mathbf{r}, g)= & -\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} G_{m n}\langle\mathbf{l} \cdot \mathbf{n}\rangle\left[\mathbf{S}_{1} \cdot \mathbf{n}_{e m n}\left(\mathbf{r}_{0}\right\rangle\right\rangle \mathbf{1}_{e m n}(\mathbf{r}) \\
& +\left\langle\mathbf{S}_{1} \cdot \mathbf{n}_{o m n}\left(\mathbf{r}_{0}\right\rangle \mathbf{1}_{o m n}(\mathbf{r})\right] \tag{6.3}
\end{align*}
$$



FIG. 7. P-p-P ray paths.


FIG. 8. P-P-S ray paths.
$\mathbf{u}_{13}(\mathbf{r}, g)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty}\|\mathbf{m}\|^{-2}\left[\left\langle\mathbf{S}_{1} \cdot \mathbf{m}_{\varepsilon m n}\left(\mathbf{r}_{0}\right)\right\rangle \mathbf{m}_{e m n}(\mathbf{r})\right.$

$$
\begin{equation*}
\left.+\left\langle\mathbf{S}_{1} \cdot \mathbf{m}_{o m n}\left(\mathbf{r}_{0}\right)\right\rangle \mathbf{m}_{o m n}(\mathbf{r})\right] \tag{6.4}
\end{equation*}
$$

Here, the decomposition of $\mathbf{u}_{s 1}$ is purely for the convenience in calculation.

## A. Geometric optics wave

The criterion for the proper identification of the geometric optics wave from the asymptotic evaluation of (6.1) is the same as that of the zeroth-order solution. Upon substituting (4.32) into (6.2) and utilizing the orthogonality relations of $\mathbf{1}, \mathrm{m}, \mathrm{n}$ and the addition formula for the Legendre polynomials [Appendix (9)], we obtain

$$
\begin{align*}
\mathbf{u}_{11}(\mathbf{r}, g)= & \int_{\omega^{\prime}}\left[\left(I_{l^{\prime} \gamma^{\prime} l r}+I_{l^{\prime} \theta^{\prime} l r}\right) \mathbf{1}_{r}+\left(I_{l^{\prime} r^{\prime} l \theta}+I_{l^{\prime} \theta^{\prime} l \theta}\right) \mathbf{1}_{\theta}\right. \\
& \left.+\left(I_{l^{\prime} r^{\prime} l \varphi}+I_{l^{\prime} \theta^{\prime} l \varphi}\right) \mathbf{1}_{\varphi}\right] d \omega^{\prime} \tag{6.7}
\end{align*}
$$

where the subscripts of $I_{a^{\prime} b^{\prime} c d}$ indicate the origin of the terms, with $a^{\prime} b^{\prime} c d^{\prime}$ standing for the product composed of the scalar product of $s_{1}$ with the $b^{\prime}$ component of $a^{\prime}$ and the $d$ component of $c$;

$$
\begin{equation*}
\int_{\omega^{\prime}} \cdots d \omega^{\prime} \equiv \int_{0}^{2 \pi} \int_{0}^{\pi} \cdots \sin \theta^{\prime} d \theta^{\prime} d \varphi^{\prime} \tag{6.8}
\end{equation*}
$$



FIG. 9. The geometry of the angle $\gamma$ is shown.


FIG. 10 The geometric ray from the equivalent source at a point $Q$ on the surface to the field point is shown, and so is the geometrical relation between $\gamma$ and $\eta_{1 p}$.
with $\left(a, \theta^{\prime}, \varphi^{\prime}\right)$ being a point on the spherical surface:
$I_{l^{\prime} \gamma^{\prime}{ }_{l} \gamma}=\sum_{n=0}^{\infty} s_{1 r^{\prime}} k h_{n}^{(2)^{\prime}}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{1} \gamma\right) H_{1 n} P_{n}(\cos \gamma)$,
$I_{l^{\prime} \theta^{\prime} t r}=\sum_{n=0}^{\infty} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \frac{k_{1}}{a} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{1} r\right) H_{1 n} \frac{\partial}{\partial \gamma} P_{n}(\cos \gamma)$,
$I_{l^{\prime} r^{\prime} l \theta}=\sum_{n=0}^{\infty} s_{1 r^{\prime}} \frac{\partial \gamma}{\partial \theta} \frac{k_{1}}{r} h_{n}^{(2)^{\prime}}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{1} \gamma\right) H_{1 n} \frac{\partial}{\partial \gamma} P_{n}($
$I_{l^{\prime} \theta^{\prime} l \theta}=\sum_{n=0}^{\infty} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta} \frac{\partial \gamma}{\partial \theta^{\prime}} \frac{1}{a \gamma} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{1} \gamma\right) H_{1 n} \frac{\partial^{2}}{\partial \gamma^{2}}\left(\begin{array}{c}(\cos \gamma), 12)\end{array}\right.$
$I_{l^{\prime} r^{\prime} \zeta \varphi}=\frac{1}{\sin \theta}\left(\frac{\partial \gamma}{\partial \varphi}\left(\frac{\partial \gamma}{\partial \theta}\right) I_{l^{\prime} r^{\prime} l \theta}\right.$,
and
$I_{l^{\prime} \theta^{\prime} l \varphi}=\frac{1}{\sin \theta}\left(\frac{\partial \gamma}{\partial \varphi} / \frac{\partial \gamma}{\partial \theta}\right) I_{l^{\prime} \theta^{\prime} l \theta^{\prime}}$,
with the spherical angle (Fig. 9) defined by

$$
\begin{equation*}
\cos \gamma \equiv \sin \theta \sin \theta^{\prime} \cos \left(\varphi-\varphi^{\prime}\right)+\cos \theta \cos \theta^{\prime} \tag{6.15}
\end{equation*}
$$

$$
\begin{align*}
H_{1 n}= & \frac{[n+(1 / 2)]}{2 \pi} a^{2}\left(\frac{n^{2}+n+1}{k_{2}^{2} a^{2}}\left[h_{n}^{(2)}\left(k_{2} a\right)\right]^{2}\right. \\
& \left.+\frac{2}{k_{2} a} h_{n}^{(2)}\left(k_{2} a\right) h_{n}^{(2)}\left(k_{2} a\right)+\left[h_{n}^{(2)}\left(k_{2} a\right)\right]^{2}\right) \\
& \times\left(\frac{n(n+1)}{k_{2} a} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)-\frac{k_{1}}{k_{2}} h_{n}^{(2)^{\prime}}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)\right. \\
& \left.-k_{1} a h_{n}^{(2)^{\prime}}\left(k_{1} a\right) h_{n}^{(2)^{\prime}}\left(k_{2} a\right)\right)^{-2} \tag{6.16}
\end{align*}
$$

and $s_{1 r^{\prime}}$ and $s_{1 \theta^{\prime}}$ being the components of $s_{1}$ in the direction of $1_{r^{\prime}}$ and $1_{\theta^{\prime}}$, respectively.
To find the contribution of the waves radiated directly from the equivalent $s_{1}$ [as a point ( $a, \theta^{\prime}, \varphi^{\prime}$ ) on the spherical surface] to the field point $r$, we have to evaluate $I$ 's asymptotically by the saddle-point method. After using the proper asymptotic forms, it is found that all $I$ 's have a proper real saddle-point only when ( $a, \theta^{\prime}, \varphi^{\prime}$ ) is in the lit region of $\mathbf{r}$ and $t=0$. The saddlepoint equation is

$$
\begin{equation*}
\cos ^{-1} \frac{\nu_{1}}{k_{1} \gamma}-\cos ^{-1} \frac{\nu_{1}}{k_{1} a}=\gamma . \tag{6.17}
\end{equation*}
$$

Its solution can be expressed in terms of physical entities as

$$
\begin{equation*}
\nu_{1}=k_{1} a \sin \eta_{1 p}=k_{2} a \sin \lambda_{1 p}=k_{1} r \sin \xi_{1 p} \tag{6.18}
\end{equation*}
$$

and then (6.17) becomes

$$
\begin{equation*}
\eta_{1 p}-\xi_{1 p}=\gamma, \tag{6.19}
\end{equation*}
$$

which gives the correct geometrical relation (Fig. 10).
Since the end-point contribution of $I$ 's is asymptotically small in comparison with the saddle-point contribution, the major contributions of $I$ 's are
$I_{l^{\prime} r^{\prime} i r}^{G} \simeq D_{1 p} R_{1 p i} s_{1 r^{\prime}} \cos \xi_{1 p} \cos \eta_{1 p} \exp \left[-i k_{1}\left(r \cos \xi_{1 p}\right.\right.$

$$
\begin{equation*}
\left.\left.-a \cos \eta_{1 p}\right)\right] \tag{6.20}
\end{equation*}
$$

$I_{l^{\prime} \theta^{\prime} l r}^{G} \simeq D_{1 p} R_{1 p l} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \cos \xi_{1 p} \sin \eta_{1 p}$

$$
\begin{equation*}
\times \exp \left[-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right], \tag{6.21}
\end{equation*}
$$

$I_{l^{\prime} r^{\prime} l \theta}^{G} \simeq D_{1 p} R_{1 p l} s_{1 r^{\prime}} \frac{\partial \gamma}{\partial \theta} \sin \xi_{1 p} \cos \eta_{1 p}$

$$
\begin{equation*}
\times \exp \left[-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right] \tag{6.22}
\end{equation*}
$$

$I_{l^{\prime} \theta^{\prime} l \theta}^{G} \simeq D_{1 p} R_{1 p l} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta} \frac{\partial \gamma}{\partial \theta^{\prime}} \sin \xi_{1 p} \sin \eta_{1 p}$

$$
\begin{equation*}
\times \exp \left[-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right] \tag{6.23}
\end{equation*}
$$

$I_{l^{\prime} r^{\prime} l \varphi}^{G}=\frac{1}{\sin \theta}\left(\frac{\partial \gamma}{\partial \varphi} / \frac{\partial \gamma}{\partial \theta}\right) I_{l^{\prime} r^{\prime} l \theta}^{G}$
$\begin{aligned} & \text { and } \\ & I_{l^{\prime} \theta^{\prime} l \varphi}^{G} \\ & \sin \theta\end{aligned} \frac{1}{\sin }\left(\frac{\partial \gamma}{\partial \varphi} / \frac{\partial \gamma}{\partial \theta}\right) I_{l^{\prime} \theta^{\prime} l \theta}^{G}$.
Hence,
$\mathbf{u}_{11}^{G}(\mathbf{r}, g) \simeq \iint_{\mathcal{L}} D_{1 p} R_{1 p l}\left(s_{1 \gamma^{\prime}} \cos \eta_{1 p}+s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \sin \eta_{1 p}\right)$ $\times\left(\cos \xi_{1 p} \mathbf{1}_{r}+\sin \xi_{1 p} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}+\frac{\sin \xi_{1 p}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right)$

$$
\dot{\times} \exp \left[-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right] d \omega^{\prime},
$$

where $\mathfrak{L}$ means that the integration is carried out only on the portion of spherical surface in the lit region of $r$ :

$$
\begin{equation*}
D_{1 p}=\frac{i k_{1} a}{2 \pi}\left[\frac{a^{2} \sin \eta_{1 p}}{r \cos \gamma\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)}\right]^{1 / 2} \tag{6.27}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{1 p l}=\frac{\cos \eta_{1 p} \cos 2 \lambda_{1 p}}{\cos ^{2}\left(\eta_{1 p}-\lambda_{1 p}\right)} . \tag{6.28}
\end{equation*}
$$

Similarly, we have

$$
\begin{align*}
\mathbf{u}_{12}^{G}(\mathbf{r}, g) \simeq & \iint_{\mathcal{L}} D_{1 p} R_{1 p n}\left(s_{1 r^{\prime}} \cos \lambda_{1 p}-s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \sin \lambda_{1 p}\right) \\
& \times\left(\cos \xi_{1 p} \mathbf{1}_{r}+\sin \xi_{1 p} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}+\frac{\sin \xi_{1 p}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right) \\
& \times \exp \left(-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right] d \omega^{\prime}, \tag{6.29}
\end{align*}
$$

where $R_{1 p n}$ is defined as

$$
\begin{equation*}
R_{1 p n}=\frac{\cos \eta_{1 p} \sin \left(\eta_{1 p}+\lambda_{1 p}\right)}{\cos ^{2}\left(\eta_{1 p}-\lambda_{1 p}\right)} \tag{6.30}
\end{equation*}
$$

In a similar manner, we obtain the saddle-point equation of $\mathbf{u}_{13}^{G}(\mathbf{r}, q)$,

$$
\begin{equation*}
\lambda_{1 s}-\zeta_{1 s}=\gamma, \tag{6.31}
\end{equation*}
$$

where the angles $\lambda_{1 s}$ and $\zeta_{1 s}$ satisfy the equation

$$
\begin{equation*}
k_{2} a \sin \lambda_{1 \mathrm{~s}}=k_{2} r \sin \zeta_{1 \mathrm{~s}} \tag{6.32}
\end{equation*}
$$

And the solution is

$$
\begin{array}{r}
\mathbf{u}_{13}^{G}(\mathbf{r}, g) \simeq \iint_{\mathcal{L}} D_{1 s} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \varphi^{\prime}} \frac{\cos \lambda_{1 s}}{\sin \theta}\left(-\frac{\partial \gamma}{\partial \varphi} \frac{1}{\sin \theta} \mathbf{1}_{\theta}+\frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\varphi}\right) \\
\exp \left[-i k_{2}\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right)\right] d \omega^{\prime}, \tag{6.33}
\end{array}
$$

where the coefficient $D_{1 s}$ is defined as

$$
\begin{equation*}
D_{1 s}=\frac{i k_{2} a}{2 \pi}\left(\frac{a^{2} \sin \lambda_{1 s}}{r \sin \gamma\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right.}\right)^{1 / 2} \tag{6.34}
\end{equation*}
$$

In a similar manner, we obtain

$$
\begin{align*}
\mathbf{u}_{14}^{G_{4}}(\mathbf{r}, g) \simeq & \iint_{\mathcal{L}} D_{1 s} R_{1 s n}\left(s_{1 r^{\prime}} \sin \lambda_{1 s}-s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \cos \lambda_{1 s}\right) \\
& \times\left(-\sin \zeta_{1 s} \mathbf{1}_{r}+\cos \zeta_{1 s} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}+\frac{\cos \zeta_{1 s}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right) \\
& \times \exp \left(-i k_{2}\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right)\right] d \omega^{\prime}, \tag{6.35}
\end{align*}
$$

where the coefficient $R_{1 s n}$ is defined as

$$
\begin{equation*}
R_{1 s n}=\frac{\cos 2 \eta_{1 s} \cos \lambda_{1 s}}{\cos ^{2}\left(\eta_{1 s}-\lambda_{1 s}\right)} . \tag{6.36}
\end{equation*}
$$

Finally, $\mathbf{u}_{15}^{G}$ is obtained as

$$
\begin{align*}
\mathbf{u}_{15}^{G}(\mathbf{r}, g) \approx & \iint_{\mathscr{L}} D_{1 s} R_{1 s l}\left(s_{1 r^{\prime}} \cos \eta_{1 s}+s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \sin \eta_{1 s}\right) \\
& \times\left(\sin \zeta_{1 s^{\prime}} \mathbf{1}_{r}-\cos \zeta_{1 s} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}-\frac{\cos \zeta_{1 s}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right. \\
& \times \exp \left[-i k_{2}\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right)\right] d \omega^{\prime}, \quad \tag{6.37}
\end{align*}
$$

where the coefficient $R_{1 s l}$ is defined as

$$
\begin{equation*}
R_{1 s l}=\frac{\cos \lambda_{1 s} \sin \left(\eta_{1 s}+\lambda_{1 s}\right)}{\cos ^{2}\left(\eta_{1 s}-\lambda_{1 s}\right)} \tag{6.38}
\end{equation*}
$$

Upon substituting (6.26), (6.29), (6.33), (6.35) and (6.37) into (6.1), we obtain the first-order geometric optics elastic wave,
$\mathbf{u}_{s 1}^{G}(\mathbf{r}, g) \simeq \iint_{\mathcal{L}} D_{1 p}\left(R_{1 p l} s_{1 r}, \cos \eta_{1 p}+R_{1 p l} s_{1 \theta}, \frac{\partial \gamma}{\partial \theta}, \sin \eta_{1 p}\right.$

$$
\begin{align*}
& \left.+R_{1 p n} s_{1 r}, \cos \lambda_{1 p}-R_{1 p n} s_{1 \theta}, \frac{\partial \gamma}{\partial \theta}, \sin \lambda_{1 p}\right) \\
& \times\left(\cos \xi_{1 p} \mathbf{1}_{r}+\sin \xi_{1 p} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}+\frac{\sin \xi_{1 p}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right) \\
& \times \exp \left[-i k_{1}\left(r \cos \xi_{1 p}-a \cos \eta_{1 p}\right)\right] d \omega^{\prime} \\
& +\iint_{\mathcal{L}} D_{1 s} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \varphi^{\prime}} \frac{\cos \lambda_{1 s}}{\sin \theta}\left(-\frac{\partial \gamma}{\partial \varphi} \frac{1}{\sin \theta} \mathbf{1}_{\theta}+\frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\varphi}\right) \\
& \times \exp \left[-i k_{2}\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right)\right] d \omega^{\prime} \\
& +\iint_{\mathcal{L}} D_{1 s}\left(R_{1 s l} s_{1 r}, \cos \eta_{1 s}+R_{1 s l} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta^{\prime}} \sin \eta_{1 s}\right. \\
& \left.-R_{1 s n^{\prime}} s_{1 r^{\prime}}, \sin \lambda_{1 s}+R_{1 s n} s_{1 \theta^{\prime}} \frac{\partial \gamma}{\partial \theta}{ }^{\prime} \cos \lambda_{1 s}\right) \\
& \times\left(\sin \zeta_{1 s} \mathbf{1}_{r}-\cos \zeta_{1 s} \frac{\partial \gamma}{\partial \theta} \mathbf{1}_{\theta}-\frac{\cos \zeta_{1 s}}{\sin \theta} \frac{\partial \gamma}{\partial \varphi} \mathbf{1}_{\varphi}\right) \\
& \times \exp \left[-i k_{2}\left(r \cos \zeta_{1 s}-a \cos \lambda_{1 s}\right] d \omega^{\prime} .\right. \tag{6.39}
\end{align*}
$$

$\mathbf{u}_{\text {s1 }}^{G}$ represents mainly the total contribution from the elastic waves radiated directly from the equivalent source $s_{1}$ everywhere on the portion of the spherical surface which is in the lit region of $r$ to the field point r. Its surface integral will be asymptotically evaluated and the corrections to reflection coefficients of the zeroth-order solution in far field region will be derived in a sequel to this paper.

## B. Diffracted wave

Similar to the zeroth-order solution, contributions to the integrals (6.2)-(6.6) also arise from the poles of the integrands. In order to make the asymptotic evaluations, we again extend the integrals along the positive real $\nu$ axis to the entire real $\nu$ axis.

Note that in the integral with the domain of integration $\mathcal{L}$, the lit region of $\mathbf{r}$, we have to subtract the term ( $t=0$ ) which gives the geometric optics wave; whereas in the integral with the domain of integration $\mathcal{L}^{\prime}$, the shadow region of $\mathbf{r}$, the summation remains the same.
Since $D_{1}=D_{0}^{2}$, the positions of the poles are exactly the same as those of the zeroth-order diffracted wave, determined by (5.35) and (5.36) and they are poles of second order.
After closing the contour in the lower half complex $\nu$ plane, and evaluation the residues with poles of second


FIG. 11. The geometric ray from the equivalent source at a point $Q$ on the surface to the field point is shown, and so is the geometrical relation between $\gamma$ and $\lambda_{1 s}$.
order, we obtain the first-order diffracted wave

$$
\begin{aligned}
& \mathbf{u}_{\mathrm{s} 1}^{D}(\mathbf{r}, g) \simeq-\sum_{\nu_{\lambda}} \iint_{\omega^{\prime}}\left\{\frac{i}{N^{2}-2}\left(J_{p}-\frac{a}{r} J_{s}\right)\right. \\
& \times\left(s_{1 r}, \sqrt{N^{2}-1} E_{m}+s_{1 \theta}, \frac{\partial \gamma}{\partial \theta}, E_{p}\right) \mathbf{1}_{r} \\
& +\left[\left(\frac{2 a}{r} k_{p m} J_{p}-i \frac{a}{r} \frac{\sqrt{N^{2}-1}}{N^{2}-2} J_{p}+i \frac{\sqrt{N^{2}-1}}{N^{2}-2} \sqrt{N^{2}-\frac{a^{2}}{r^{2}}} J_{s}\right)\right. \\
& \times s_{1 r}, E_{p} \frac{\partial \gamma}{\partial \theta}+\left(\frac{2 a}{r} \sqrt{N^{2}-1} J_{p} k_{p p}-i \frac{a}{r} \frac{2 N^{2}-3}{N^{2}-2} J_{p}\right. \\
& \left.\left.+i \frac{\sqrt{N^{2}-a^{2} / r^{2}}}{N^{2}-2} J_{s}\right\} s_{1 \theta^{\prime}} E_{m} \frac{\partial \gamma}{\partial \theta} \frac{\partial \gamma}{\partial \theta^{\prime}}\right] \mathbf{1}_{\theta} \\
& +\frac{1}{\sin \theta}\left[\left(\frac{2 a}{r} k_{p m} J_{p}-i \frac{a}{r} \frac{\sqrt{N^{2}-1}}{N^{2}-2} J_{p}+i \frac{\sqrt{N^{2}-1}}{N^{2}-2} \sqrt{N^{2}-\frac{a^{2}}{r^{2}}} J_{s}\right)\right. \\
& \times s_{1 r^{\prime}} E_{p} \frac{\partial \gamma}{\partial \varphi}+\left(\frac{2 a}{r} \sqrt{N^{2}-1} J_{p} k_{p p}-i \frac{a}{r} \frac{2 N^{2}-3}{N^{2}-2} J_{p}\right. \\
& \left.\left.\left.+i \frac{\sqrt{N^{2}-a^{2} / r^{2}}}{N^{2}-2} J_{s}\right) s_{1 \theta^{\prime}}, E_{m} \frac{\partial \gamma}{\partial \varphi} \frac{\partial \gamma}{\partial \theta^{\prime}}\right] \mathbf{1}_{\varphi}\right\} d \omega, \quad(6.40)
\end{aligned}
$$



FIG. 12. The diffracted rays generated from the equivalent source at $Q$ are shown.

## where

$$
\begin{align*}
J_{p}= & \frac{1}{2}\left(N^{2}-1\right)^{1 / 2}\left(N^{2}-2\right)\left(k_{1} a / 6\right)^{1 / 3} e^{-i \frac{\pi}{3}}\left[\operatorname{Ai}\left(t_{\lambda}\right)\right]^{-1} \\
& \left.\times a^{2} / r^{2} \sin \gamma\right)^{1 / 2}\left(1-a^{2} / r^{2}\right)^{1 / 4}\left(1+e^{-i 2 \pi \nu} \lambda\right)^{-1} \\
& \times \exp \left[-i k_{1}\left(r^{2}-a^{2}\right)^{1 / 2}+i \nu_{\lambda} \cos ^{-1}(a / r),\right. \tag{6.41}
\end{align*}
$$

$$
J_{s}=\frac{1}{2}\left(2 k_{1} a / r\right)^{1 / 2}\left(N^{2}-2\right)\left(1-1 / N^{2}\right)^{1 / 4} e^{-i(\pi / 4)}
$$

$$
\times\left(a^{2} / r^{2} \sin \gamma\right)^{1 / 2}\left(1-a^{2} / N^{2} r^{2}\right)^{1 / 4}\left(1+e^{-i 2 \pi \nu} \lambda\right)^{-1}
$$

$$
\times \exp \left(-i k_{2}\left(r^{2}-a^{2} / N^{2}\right)^{1 / 2}+i k_{2}\left(a^{2}-a^{2} / N^{2}\right)^{1 / 2}\right.
$$

$$
\begin{equation*}
\left.+i \nu_{\lambda} \cos ^{-1}(a / N r)-i \nu_{\lambda} \cos ^{-1}(1 / N)\right] \tag{6.42}
\end{equation*}
$$

$$
k_{p_{m}^{p}}=-i 2 \pi+i \pi e^{-i \pi \nu} \sec \left(\pi \nu_{\lambda}\right)+i \cos ^{-1}(a / r)
$$

$$
\pm \gamma \cot _{\tan }^{\cot }\left(\gamma \nu_{\lambda}+\pi / 4\right) \quad \text { in } \mathscr{L}
$$

$$
=-i \pi+i \pi e^{-i \pi \nu} \lambda \sec \left(\pi \nu_{\lambda}\right)+i \cos ^{-1}(a / r)
$$

$$
\begin{equation*}
\mp(\pi-\gamma) \tan _{\cot }\left(\pi \nu_{\lambda}-\gamma \nu_{\lambda}-\pi / 4\right) \quad \text { in } \mathcal{L}^{\prime} \tag{6.43}
\end{equation*}
$$

$$
k_{s_{m}^{p}}=-i 2 \pi+i \pi e^{-i \pi \nu} \lambda \sec \left(\pi \nu_{\lambda}\right)+i \cos ^{-1}(a / N r)-i \cos ^{-1}\left(\frac{1}{N}\right)
$$

$$
\pm \gamma \tan _{\cot }\left(\gamma \nu_{\lambda}+\pi / 4\right) \quad \text { in } \mathcal{L}
$$

$$
\begin{aligned}
= & -i \pi+i \pi e^{-i \pi \nu} \lambda_{\sec }\left(\pi \nu_{\lambda}\right)+i \cos ^{-1}(a / N r)-i \cos ^{-1}(1 / N) \\
& \mp(\pi-\gamma) \cot _{\cot }^{\tan }\left(\pi \nu_{\lambda}-\gamma \nu_{\lambda}-\pi / 4\right) \quad \text { in } \mathscr{L}^{\prime}
\end{aligned}
$$

$$
E_{p}^{p}=\exp \left[-i \nu_{\lambda}(2 \pi-\gamma)+i \pi / 2\right] \pm \exp \left[-i \nu_{\lambda}(2 \pi+\gamma)\right]
$$

$=\exp \left[-i \nu_{\lambda}(2 \pi-\gamma)+i \pi / 2\right] \mp \exp \left[-i \nu_{\lambda} \gamma\right] \quad$ in $\mathcal{L}^{\prime} .(6.45)$
$\mathbf{u}_{s 1}^{D}$ represents mainly the total contribution from the waves which are radiated from the equivalent source $\mathbf{s}_{1}$, travel along the surface certain angular distances with phase velocity close to $w k_{1}^{-1}$ while delay exponentially, and then either leaves the surface tangentially as a compression wave or leaves the surface by critical refraction angle as a shear wave toward the field point $r$ (see Fig. 12). Again, its surface integral will be asymptotically evaluated and the corrections to reflection coefficients of the zeroth-order solution in far field region will be derived in a sequel to this paper.
The higher-order solutions can be systematically constructed in a similar manner. Their general expressions are the same as that of the first-order solution with $\mathbf{s}_{1}$ replaced by $\mathbf{s}_{j}(j=2,3,4, \cdots)$.

## 7. PERTURBATION SOLUTION IN THE EXTERIOR OF A LARGE CONVEX ROUGH SCATTERER, MEAN WAVE FUNCTION AND MEAN INTENSITY

The zeroth-order solution is the solution for the special case of a large convex smooth and deterministic scatterer for which an asymptotic solution in the exterior of the scatterer can be constructed from the geometrical theory of diffraction ${ }^{10,11,12}$ as mentioned in the Introduction. The higher-order solutions can be simply constructed by following the recipe for the scattering of scalar waves. ${ }^{3}$
The mean value of the wave function and intensity in the exterior of the scatterer are, respectively,

$$
\begin{equation*}
\left\langle\left\langle\mathbf{u}_{i}+\mathbf{u}_{s}\right\rangle\right\rangle=\mathbf{u}_{i}+\mathbf{u}_{s 0}+\sum_{j=1}^{\infty} \epsilon^{j}\left\langle\left\langle\mathbf{u}_{s j}\right\rangle\right\rangle \tag{7.1}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\langle | \mathbf{u}_{s}\right| & 2\rangle\rangle=\left|\mathbf{u}_{s 0}\right|^{2}+2 \in \operatorname{Re}\left(\mathbf{u}_{s 0}^{*} \cdot\left\langle\left\langle\mathbf{u}_{s 1}\right\rangle\right\rangle\right) \\
& \left.+\epsilon^{2}\left[2 \operatorname{Re}\left(\mathbf{u}_{s 0^{-}}^{*}\left\langle\left\langle\mathbf{u}_{s 2}\right\rangle\right\rangle\right)+\left\langle\left.\langle | \mathbf{u}_{s 1}\right|^{2}\right\rangle\right\rangle\right]+O\left(\epsilon^{3}\right)
\end{align*}
$$

Upon examining our problem, it is found that the statistics of this problem are contained only in the equivalent
sources $\mathbf{s}_{j}(j=1,2,3, \cdots)$. Since $\mathbf{s}_{j}$ contain various combinations of $f$ in sums and products, once all of the moments of these various combinations are known, then the mean values of the scattered wave function and the scattered intensity are determined. Furthermore, if the surface is statistically homogeneous, the mean value of the surface fluctuation is zero, i.e., $\langle\langle f\rangle\rangle=0$, and then the mean value of the first-order perturbation solution is zero. In this case, the explicit computation of the second-order perturbation solution is needed. However, as long as the surface is not statistically homogeneous, the effect of the random rough surface on the scattering of elastic waves can be sufficiently explained by knowing the first-order perturbation solution explicitly.

## APPENDIX

(1) Orthogonality relations between $1, m$, and $n$ :

$$
\begin{aligned}
\|\mathbf{1}\|^{2}= & \int_{0}^{2 \pi} \int_{0}^{\pi} \mathbf{1}_{\delta_{m n}}\left(r_{0}\right) \cdot \mathbf{1}_{\delta_{m n}}\left(r_{0}\right) \sin \theta d \theta d \varphi \\
= & \left(1+\delta_{m}\right) \frac{2 \pi}{2 n+1} \frac{(n+m)!}{(n-m)!} \frac{1}{a^{2}}\left\{k_{1}^{2} a^{2}\left[h_{n}^{(2)}\left(k_{1} a\right)\right]^{2}\right. \\
& \left.+n(n+1)\left[h_{n}^{(2)}\left(k_{1} a\right)\right]^{2}\right\},
\end{aligned}
$$

$$
\|\mathbf{m}\|^{2}=\int_{0}^{2 \pi} \int_{0}^{\pi} \mathbf{m}_{\delta_{m n}}\left(\mathbf{r}_{0}\right) \cdot \mathbf{m}_{e_{m n}}\left(\mathbf{r}_{0}\right) \sin \theta d \theta d \varphi
$$

$$
=\left(1+\delta_{m}\right) \frac{2 \pi}{2 n+1} \frac{(n+m)!}{(n-m)!} n(n+1)\left[h_{n}^{(2)}\left(k_{2} a\right)\right]^{-2}
$$

$$
\|\mathbf{n}\|^{2}=\int_{0}^{2 \pi} \int_{0}^{\pi} \mathbf{n}_{\rho_{m n}}\left(\mathbf{r}_{0}\right) \cdot \mathbf{n}_{\rho_{m n}}\left(\mathbf{r}_{0}\right) \sin \theta d \theta d \varphi
$$

$$
=\left(1+\delta_{m}\right) \frac{2 \pi}{2 n+1} \frac{(n+m)!}{(n-m)!} n(n+1)\left\{\frac { n ^ { 2 } + n + 1 } { k _ { 2 } ^ { 2 } a ^ { 2 } } \left[h_{n}^{(2)}\left(k_{2} a\right]^{2}\right.\right.
$$

$$
\left.+\frac{2}{k_{2} a} h_{n}^{(2)}\left(k_{2} a\right) h_{n}^{(2)^{\prime}}\left(k_{2} a\right)+\left[h_{n}^{(2)}{ }^{\prime}\left(k_{2} a\right)\right]^{2}\right\}
$$

$$
\langle\mathbf{l} \cdot \mathbf{n}\rangle=\int_{0}^{2 \pi} \int_{0}^{\pi} \mathbf{1}_{\delta_{m n}}\left(\mathbf{r}_{0}\right) \cdot \mathbf{n}_{\delta_{m n}}\left(\mathbf{r}_{0}\right) \sin \theta d \theta d \varphi
$$

$$
=\left(1+\delta_{m}\right) \frac{2 \pi}{2 n+1} \frac{(n+m)!}{(n-m)!} n(n+1) \frac{1}{a}
$$

$$
\times\left[\frac{1}{k_{2} a} h_{n}^{(2)}\left(k_{1} a\right) h^{(2)}\left(k_{2} a\right)+h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)\right.
$$

$$
\left.+\frac{k_{1}}{k_{2}} h_{n}^{(2)}\left(k_{1} a\right) h_{n}^{(2)}\left(k_{2} a\right)\right],
$$

$$
\text { where } \delta_{m}=1 \quad \text { if } m=0
$$

$$
=0 \quad \text { if } m>0
$$

all other scalar products are zero.
(2) Poisson summation formula:

$$
\sum_{n=0}^{\infty} g(n)=\sum_{l=-\infty}^{\infty} \int_{0}^{\infty} g(\nu) \exp (-i 2 \pi l \nu) d \nu
$$

(3) Relations between spherical Bessel functions and Bessel functions:
$j n(\rho)=\sqrt{\pi / 2 \rho} J_{n+1 / 2}(\rho), \quad h_{n}^{(2)}(\rho)=\sqrt{\pi / 2 \rho} H_{n+1 / 2}^{(2)}(\rho)$, $j n^{\prime}(\rho) \simeq \sqrt{\pi / 2 \rho} J_{n+1 / 2}^{\prime}(\rho), \quad h_{n}^{(2)^{\prime}}(\rho) \simeq \sqrt{\pi / 2 \rho} H_{n+1 / 2}^{(2)}(\rho)$.
(4) Debye asymptotic forms for large argument and index, with $|\nu|<z$, are

$$
\begin{gathered}
H_{\nu}^{(1)}(z) \approx \sqrt{2 / \pi}\left(z^{2}-\nu^{2}\right)^{1 / 4} \exp \left[i\left(z^{2}-\nu^{2}\right)^{1 / 2}\right. \\
\left.\quad-i \nu \cos ^{-1}(\nu / z)-i \pi / 4\right] \\
\begin{array}{c}
H_{\nu}^{(2)}(z) \approx \sqrt{z / \pi}\left(z^{2}-\nu^{2}\right)^{-1 / 4} \exp \left[-i\left(z^{2}-\nu^{2}\right)^{1 / 2}\right. \\
\\
\left.+i \nu \cos ^{-1}(\nu / z)+i \pi / 4\right] \\
H_{\nu}^{(1)}(z) \approx i\left(1-\nu^{2} / z^{2}\right)^{1 / 2} H_{\nu}^{(1)}(z) \\
H_{\nu}^{(2)}(z) \approx-i\left(1-\nu^{2} / z^{2}\right)^{1 / 2} H_{\nu}^{(2)}(z)
\end{array}
\end{gathered}
$$

(5) Asymptotic forms of $Q_{\nu-1 / 2}^{(1)}$ and $Q_{\nu-1 / 2}^{(2)}$ for $0<\theta<\pi$ : $Q_{\nu-1 / 2}^{(1)}(\cos \theta) \simeq(2 \pi \nu \sin \theta)^{-1 / 2} \exp (-i \nu \theta+i \pi / 4)$, $Q_{\nu-1 / 2}^{(2)}(\cos \theta) \simeq(2 \pi \nu \sin \theta)^{-1 / 2} \exp (i \nu \theta-i \pi / 4)$, $Q_{\nu-1 / 2}^{(1)}(-\cos \theta) \simeq(2 \pi \nu \sin \theta)^{-1 / 2} \exp (i \nu \pi-i \nu \theta-i \pi / 4)$, $Q_{\nu-1 / 2}^{(2)}(-\cos \theta) \simeq(2 \pi \nu \sin \theta)-1 / 2 \exp (-i \nu \pi+i \nu \theta+i \pi / 4)$.
(6) Saddle point method for line integral:
$\int_{\alpha}^{\beta} f(t) \exp [i x h(t)] d t$

$$
\simeq\left[2 \pi / x h^{\prime \prime}\left(t_{0}\right)\right]^{1 / 2} f\left(t_{0}\right) \exp \left[i x h\left(t_{0}\right)+i \pi / 4\right], \quad x \rightarrow \infty
$$

where $t_{0}$ is the saddle point and satisfies

$$
h^{\prime}\left(t_{0}\right)=0, \quad h^{\prime \prime}\left(t_{0}\right) \neq 0
$$

(7) Relations between Legendre functions and Hankel functions:

$$
\begin{gathered}
P_{\nu-1 / 2}(\cos \theta)=-i e^{i \pi \nu} P_{\nu-1 / 2}(-\cos \theta) \\
+\left(1+e^{i 2 \pi \nu}\right) Q_{\nu-1 / 2}^{(1)}(\cos \theta), \\
P_{-\nu-1 / 2}(-\cos \theta)=P_{\nu-1 / 2}(-\cos \theta), \\
H_{-\nu}^{(1)} e^{-i(\pi / 2) \nu}=H_{\nu}^{(1)} e^{i(\pi / 2) \nu} .
\end{gathered}
$$

(8) Airy function representations for the Hankel functions for argument and index both large, and $\nu \simeq z$ :

$$
\begin{aligned}
& H_{\nu}^{(1)}\left(k_{1} a\right) \simeq(2 / \pi) z e^{-i(2 \pi / 3)} \mathrm{Ai}\left(t e^{-i(2 \pi / 3)}\right), \\
& H_{\nu}^{(1)}\left(k_{1} a\right) \simeq-(2 / \pi) z^{2} e^{-i(4 \pi / 3)} \mathrm{Ai}^{\prime}\left(t e^{-i(2 \pi / 3)}\right), \\
& H_{\nu}^{(2)}\left(k_{1} a\right) \simeq(2 / \pi) z \mathrm{Ai}(t), \\
& H_{\nu}^{(2)^{\prime}}\left(k_{1} a\right) \simeq(2 / \pi) z^{2} \mathrm{Ai}^{\prime}(t), \\
& \frac{\partial}{\partial \nu} H_{\nu}^{(2)}\left(k_{1} a\right) \simeq(2 / \pi) z^{2} \mathrm{Ai}^{\prime}(t), \\
& \frac{\partial}{\partial \nu} H_{\nu}^{(2)^{\prime}}\left(k_{1} a\right) \simeq(2 / \pi)\left(z^{3} / 3\right) t \mathrm{Ai}(t), \\
& \operatorname{ere} \\
& z=\left(6 / k_{1} a\right)^{1 / 3} e^{i \frac{\pi}{3}}, \quad t=z\left(\nu-k_{1} a\right) .
\end{aligned}
$$

where
(9) The addition formula for the Legendre polynomials:
$P_{n}(\cos \gamma)=P_{n}(\cos \theta) P_{n}\left(\cos \theta^{\prime}\right)+2 \sum_{m=1}^{n} \frac{(n-m)!}{(n+m)!}$

$$
\times P_{n}^{m}(\cos \theta) P_{n}^{m}\left(\cos \theta^{\prime}\right) \cos m\left(\varphi-\varphi^{\prime}\right),
$$

where

$$
\cos \gamma \equiv \sin \theta \sin \theta^{\prime} \cos \left(\varphi-\varphi^{\prime}\right)+\cos \theta \cos \theta^{\prime}
$$
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#### Abstract

Convex prestructures, mathematical framework that extends the usual concept of convex subset of a real linear space are employed to generalize methods used in the study of axiomatic quantum mechanics. A brief summary of the mathematical framework of convex prestructures is given. Convex prestructures are chassified, and hose which are isomorphic to a convex subset of a real linear space are characterized. The operatiomil quantum mechanics of Davies and Lewis is generalized within the framework of convex prestructures and the existence of a physically motivated orthomodular poset is given. Mielnik's beams and filters are also discussed within the framework of convex prestructures. An error in Mielnik's formulation of beam mixtures is pointed out and it is shown that his beam mixtures and one classification of convex prestructures are equivalent. Also his concept of a filter is generalized in the framework of comex prestructures and geometric requirements needed on the set of normalized states so that they may corcespond to a physical system are investigated. Finally, Mackey's axioms are discussed and reformakated in the language of $P$-convex structures.


## 1. INTRODUCTION

Axiomatic quantum mechanics has been developed from several viewpoints. Two of the most widely accepted approaches have been the $C^{*}$-algebra approach ${ }^{1,2}$ and the "quantum logic" approach. ${ }^{3-6}$ However, recently several researchers have approached the development of axiomatic quantum mechanics using convex set methods to study the geometric properties of the set of normalized state $S_{1}$. This "convex set" or "operational" approach has been studied by Ludwig et al. ${ }^{7-11}$, Gunson, ${ }^{12}$ Mielnik, ${ }^{13,14}$ Davies and Lewis, ${ }^{15,16}$ and others. ${ }^{17-21}$

The authors have recently generalized the usual concept of a convex subset of a real linear space from a viewpoint that seems to be reasonably physically motivated. ${ }^{22,23}$ In this paper, we shall use this framework to generalize and unify the formalism of operational and convex set methods used by Davies and Lewis, ${ }^{15,16}$ and Mielnik. ${ }^{13,14}$ This generalization of convexity involves only the set of normalized states of a physical system with an operation of the formation of "mixtures" of quantum states.

## 2. CONVEX PRESTRUCTURES

Let $S_{1}=\{p, q, r, \cdots\}$ be the set of normalized states for some physical system. For generality, we shall not specify any particular form for these states but take them to be undetined, primitive elements. In different axiomatic models for quantum mechanics the states take various forms. In the conventional model, the states are positive trace-class operators with trace one ${ }^{4-6}$; in the quantum logic model, the states are probability measures on an orthomodular lattice ${ }^{3-6}$; in the algebraic model, the states are positive, normal, linear functionals on a $C^{*}$-algebra ${ }^{1,2}$; in the operational model, the states are positive elements of an ordered Banach space. ${ }^{14,16,18}$ Although in these models the normalized states form a convex subset of a vector space, we can formulate an axiomatic framework without any linear structure whatsoever. Thus our theory not only generalizes the usual models but leaves open the possibility of nonlinear structures for quantum mechanics. ${ }^{22,23}$

We shall assume a concept of a mixture of quantum
states by postulating a map

$$
\begin{aligned}
& T_{1}:[0,1] \times S_{1} \times S_{1} \rightarrow S_{1} \\
& (\lambda, p, q) \rightarrow\langle\lambda, p, q\rangle
\end{aligned}
$$

where $\langle\lambda, p, q\rangle$ is a mixture of the normalized states $p$ and $q$. Physically, $\langle\lambda, p, q\rangle$ can be interpreted as a mixture of ( $1-\lambda$ ) parts $p$ and $\lambda$ parts $q$. If $S_{1}$ is a convex subset of a linear space, it shall be understood that $\langle\lambda, p, q\rangle=(1-\lambda) p+\lambda q$. There exist many instances in which $S_{1}$ cannot be considered as a convex subset of a real linear space; for example, $S_{1}$ can be finite or countable. The structure ( $S_{1}, T_{1}$ ) will be called a convex prestructure. No real restriction is placed on a set $S_{1}$ by postulating such a map $T_{1}$ unless some axioms are placed on $T_{1}$. Some of the more useful axioms are:
(i) $\langle\lambda, p, q\rangle=\langle 1-\lambda, q, p\rangle$
(c-commutativity)
(ii) $\langle 0, p, q\rangle=p \quad$ (0-endpoint condition)
(iii) $\langle\lambda, p, p\rangle=p \quad$ (point convexity)
(iv) $\langle\lambda, p,\langle\mu, p, q\rangle\rangle=\langle\lambda \mu, p, q\rangle \quad$ (weak associativity)
(v) $\langle\lambda, p,\langle\mu, q, r\rangle\rangle$

$$
=\left\langle\lambda \mu,\left\langle\lambda(1-\mu)(1-\lambda \mu)^{-1}, p, q\right\rangle, r\right\rangle \quad(\lambda \mu \neq 1)
$$

( $c$-associativity).
Two measurement axioms are also useful:
(M1) $\langle\lambda, p, q\rangle=p$ implies $\lambda=0$ or $p=q$
(M2) $\langle\lambda, p, q\rangle=\langle\lambda, p, r\rangle$ implies $\lambda=0$ or $q=r$.
Convex prestructures with some of the above axioms have been studied in detail by the authors and are covered elsewhere. ${ }^{22}$ All that shall be attempted in this section is a brief summary of the main results that will be needed later in this paper.

Three sets are useful in the study of convex prestructures:
$[p, q]=\left\{r \in S_{1}:(\lambda, p, q\rangle=r\right.$ for some $\left.\lambda \in[0,1]\right\}$ (line),
$\langle p, q\rangle=\left\{r \in S_{1}:\langle\lambda, p, q\rangle=r\right.$ for some $\left.\lambda \in(0,1)\right\}$,
$(p, q)=[p, q]-\{p, q\} \quad$ (interior).
An affine map $\Phi$ from $\left(S_{1}, T_{1}\right)$ to ( $\left.S_{1}^{\prime}, T_{1}^{\prime}\right)$ satisfies
$\Phi(\langle\lambda, p, q\rangle)=\langle\lambda, \Phi(p), \Phi(q)\rangle^{\prime}$. The set of all affine maps from $S_{1}$ to $S_{1}^{\prime}$ is denoted by $\operatorname{Af}\left(S_{1}, S_{1}^{\prime}\right)$. If $S_{1}=S_{1}^{\prime}$, $\operatorname{Af}\left(S_{1}, S_{1}\right) \equiv A f\left(S_{1}\right)$ and if $S_{1}^{\prime}=R, A f\left(S_{1}, R\right) \equiv S_{1}^{*} . S_{1}^{*}$ is total if $p \neq q$ implies there exists $\Phi \in S_{1}^{*}$ such that $\Phi(p) \neq \Phi(q)$. If we require that the map $\lambda \rightarrow\langle\lambda, p, q\rangle$ be affine, then $T_{1}$ must be $c$-commutative, weak associative, and have the 0 -endpoint condition. Such a structure is referred to as a convex line-based structure. If we require $T_{1}$ to be $c$-associative, rather than weak associative, in addition to being $c$-commutative and having the 0 -end point condition so that we can deal meaningfully with mixtures of more than two states, we obtain a convex structure; and if we also require point convexity, we obtain a $P$-convex structure. A $P$-convex structure that satisfies (M1) is dense and if it satisfies (M2), it is full.

Theorem 2.1: If $\left(S_{1}, T_{1}\right)$ is a convex line-based structure, then all lines $[p, q]$ belong to one of the following classes:
Class I: $\quad(p, q)=\phi$ and $\langle p, q\rangle=p$ or $q$;
Class II: $\quad(p, q)=\langle p, q\rangle=r$ for some $r \in S_{1}$;
Class III: $[p, q]$ is isomorphic to $[0,1]$ where isomorphic means there exists a bijective affine map from $[p, q]$ onto $[0,1]$.

Using point convexity and $c$-associativity, it is easily seen that a $P$-convex structure is a convex line-based structure. Examples can be given ${ }^{\alpha 2}$ which show that a convex line-based structure need not be a convex structure and a convex structure need not be a $P$-convex structure.

We shall now define a "distance" between normalized states. Let
$\sigma(q, p)=\inf \left\{0 \leqslant \lambda<1:\left\langle\lambda, p, p_{1}\right\rangle=\left\langle\lambda, q, q_{1}\right\rangle, p_{1}, q_{1} \in S_{1}\right\}$
and

$$
\rho(p, q)=\sigma(p, q)[1-\sigma(p, q)]^{-1}
$$

If ( $S_{1}, T_{1}$ ) is a convex structure, then $\rho$ is a semimetric (called the inirinsic semimetric) and $0 \leqslant \rho(p, q)$ $\leqslant 1$. In fact, if $S_{1}$ is a bounded convex subset of $R^{n}$ then $\rho$ is topologically equivalent to the Euclidean metric.

Let $S_{0}$ be a convex set in a real vector space $V$ with intrinsic semimetric $\rho$. $S_{0}$ is absorbing if for any $x \in V$ there is a $\delta(x)>0$ such that $\lambda x \in S_{0}$ for all $\lambda$ with $|\lambda|$ $\leqslant \delta(x) . S_{0}$ is balanced if $\lambda x \in S_{0}$, for all $x \in S_{0},|\lambda| \leqslant 1$. Let $D=\left\{c p-d q: 0 \leqslant c, d \leqslant 1 ; p, q \in S_{0}\right\}$; then $D$ is a convex, balanced absorbing subset of $X$, the subspace of $V$ generated by $S_{0}$, and $0 \in D$. For $x \in X$, let $|x|=\inf \{\lambda$ $>0: x \in \lambda D\}$. Then $|\cdot|$ is the Minkowski functional ${ }^{21}$ for $D$ in $X .|\cdot|$ is a seminorm induced by the intrinsic semimetric $\rho$.

Theorem 2.2: (a) For a convex prestructure, the following are equivalent:
(i) $\left(S_{1}, T_{1}\right)$ is a $P$-convex structure that satisfies the (M2) measurement axiom;
(ii) $S_{1}^{*}$, the set of all affine functionals into the reals, is total;
(iii) $S_{1}$ is isomorphic to a convex subset $S_{0}$ of a real linear space.
(b) For a $P$-convex structure $\left(S_{1}, T_{1}\right), \rho$ is a metric if
and only if $S_{1}$ is isomorphic to a bounded convex subset $S_{0}$ of a real linear space.

For physical applications, it is important to consider the set $S \equiv S_{1}^{+}=\left\{(\alpha, p): \alpha \geqslant 0\right.$ and $\left.p \in S_{1}\right\}$. We shall define ( $\alpha, p)=(\beta, q)$ if $\alpha=\beta \neq 0$ and $p=q$ and $(0, p)=(0, q) \equiv 0$ for all $p, q \in S_{1}$. For convenience we shall write $\alpha p$ instead of ( $\alpha, p$ ). If $S_{1}$ corresponds to the set of normalized states of a physical system, then $S$ corresponds to the states. For $\alpha p \in S$ and $\beta \geqslant 0$, we define $\beta(\alpha p)=(\beta \alpha) p$. A convex prestructure ( $S, T$ ) can then be generated on $S$ from the convex prestructure ( $S_{1}, T_{1}$ ) on $S_{1}$ in the following manner:

$$
\langle\lambda, \alpha p, \beta q\rangle=0 \text { if }(1-\lambda) \alpha+\lambda \beta=0
$$

and

$$
\langle\lambda, \alpha p, \beta q\rangle=[(1-\lambda) \alpha+\lambda \beta]\left\langle\lambda \beta[(1-\lambda) \alpha+\lambda \beta]^{-1}, p, q\right\rangle .
$$

Theorem 2.3: The generated convex prestructure ( $S, T$ ) satisfies the axioms (i) through (v) and (M1) and (M2) if and only if the convex prestructure, or generator, $\left(S_{1}, T_{1}\right)$ does.

We define a binary operation, + on $(S, T)$ by $p+q$ $=2\left(\frac{1}{2}, p, q\right)$.

Theorem 2.4: Let ( $S_{1}, T_{1}$ ) be a $P$-convex structure. Then the operation + on the generated $P$-convex structure ( $S, T$ ) satisfies the following:
(i) $X+0=X$,
(ii) $X+Y=X$ implies $Y=0$,
(iii) $X+Y=0$ implies $X=Y=0$,
(iv) $X+Y=Y+X$,
(v) $X+(Y+Z)=(X+Y)+Z$.
(Note: For proofs of the above results and additional results concerning convex prestructures, the reader is referred to other works by the authors. ${ }^{22,23}$ )

## 3. OPERATIONAL QUANTUM MECHANICS

In this section we briefly describe a generalization of Davies' and Lewis' operational quantum mechanics ${ }^{16}$ in our convex structure framework. The set $S_{1}$ of normalized states is assumed to be a convex structure and the set of states $S$ is defined as $S=\left\{\alpha p: \alpha \geqslant 0, p \in S_{1}\right\}$. As we have seen $S$ can be made into a convex structure (Theorem 2.3) and $S_{1}$ can be thought of as a convex substructure of $S$. Now $\tau \in S^{*}$ is the distinguished affine functional defined as $\tau(\alpha p)=\alpha$ for all $\alpha p \in S$. We endow $S^{*}$ with the weak ${ }^{*}$-topology; that is, if $f_{0} \in S^{*}$ a neighborhood of $f_{0}$ is a set of the form $N\left(f_{0} ; p_{1}, \ldots, p_{n} ; \epsilon\right)=\{f$ $\left.\in S^{*}:\left|f\left(p_{i}\right)-f_{0}\left(p_{i}\right)\right|<\epsilon, i=1, \ldots, n\right\}$ where $p_{1}, \ldots, p_{n}$ $\in S, \epsilon>0$. We also endow $A f(S)$ with the topology given by neighborhoods of the form
$N\left(A_{0} ; p_{1}, \ldots, p_{n} ; \epsilon\right)=\left\{A \in A f(S): \rho\left(A p_{i}, A_{0} p_{i}\right)<\epsilon, i=1, \ldots, n\right\}$
where $p_{1}, \ldots, p_{n} \in S, \epsilon>0$ and $\rho$ is the intrinsic semimetric on $S$.

An observable is a triple ( $X, A, a$ ), where $X$ is a set, $A$ is a $\sigma$-algebra of subsets of $X$ and $a: A \rightarrow S^{*}$ satisfies:
(i) $0 \leqslant a(E) \leqslant a(X)$ for all $E \in \mathcal{A}$;
(ii) $a(X)=\tau$;
(iii) if $E_{i}$ are mutually disjoint sets in $A$ then $a\left(\sum_{1}^{\infty} E_{i}\right)$ $=\sum_{1}^{\infty} a\left(E_{i}\right)$ where the convergence is in the topology of $S^{*}$.

An instrument is a triple ( $X, A, \mathcal{E}$ ) consisting of a Borel space $(X, A)$ and a map $\mathcal{C}: \mathcal{A} \rightarrow A f(S)$ satisfying:
(i) $\tau[\mathcal{E}(X) p]=\tau(p)$ for every $p \in S$ :
(ii) if $E_{i}$ are mutually disjoint sets in $\mathcal{A}$, then $\mathcal{E}\left(\cup_{1}^{\infty} E_{i}\right)$ $=\sum_{1}^{\infty} \mathcal{E}\left(E_{i}\right)$ where the convergence is in the topology of $A f(S)$.

Now to every instrument $\mathcal{E}$ on $(X, \mathcal{A})$ there is a unique observable $a$ on $(X, A)$ such that $\tau[\mathcal{E}(E) p]=a(E) p$ for every $p \in S, E \in A$. Indeed, if we define $a(E) p=\tau[\mathcal{C}(E) p]$ then it is easily checked that $a$ is an observable. Conversely, any observable $a$ on ( $X, A)$ is determined in the above manner by at least one instrument. Indeed, let $p \in S_{1}$ and define $\mathcal{E}: A \rightarrow A f(S)$ by $\varepsilon(E)_{q}=\left[a(E)_{q}\right] p$. Then $\mathcal{E}$ is an instrument and $\tau[\mathcal{E}(E) q]=a(E) p$. More generally, if $p_{i} \in S_{1}$ and $E_{i}$ are mutually disjoint, $i=1, \ldots, n$, then define $\mathcal{E}(E) q=\sum\left[a\left(E \cap E_{i}\right) q\right] p_{i}$.

If $\mathcal{E}$ and 7 are instruments on Borel spaces ( $X, \mathcal{A}$ ) and $(Y, B)$, respectively, and there exists an instrument $G$ on $(X \times Y, A \times B)$ such that $\mathcal{G}(E \times F)=\mathcal{E}(E) \nexists(F)$ for all Borel sets $E \in A, F \in B$, we call $\mathcal{G}$ the composition of $\mathcal{E}$ following 7 and use the notation $\mathcal{G}=\mathcal{E} \circ \mathcal{F}$. It is clear that $\mathcal{G}$ is unique if it exists. Davies and Lewis ${ }^{16}$ give an existence proof in their framework; we shall not discuss existence here.

Davies and Lewis give the following interpretation of their model. A state $p$ corresponds to a "beam" of noninteracting copies of a system and $\tau(p)$ is a measure of the strength of the beam. An instrument $\mathcal{E}:(X, A)$ $\rightarrow A f(S)$ measuring a physical quantity taking values in $X$ corresponds to a family of filters indexed by the subsets $A$; the filter corresponding to $\mathcal{E}(E)$ allows a copy of the system to pass if its observed value lies in $E$ and in so doing transforms the input state $p$ into the output state $\mathcal{E}(E) p$. Now $E \rightarrow \tau[\mathcal{E}(E) p] / \tau(p)$ is a probability measure on ( $X, \mathcal{A}$ ); the right-hand side is the ratio of the strength of the output beam to the strength of the input and hence is the probability that in the state $p$ the physical quantity observed takes a value in $E \in A$. Successive applications of two families of filters correspond to the composition of instruments.

For $A \in A f(S)$ we define the linear operator $A^{*}: S^{*}$ $\rightarrow S^{*}$ by $\left(A^{*} f\right)(p)=f(A p)$ for all $f \in S^{*}, p \in S .{ }^{23}$ Let $(X, \mathcal{E})$ and ( $Y, 7$ ) be instruments which determine observables ( $X, a$ ) and ( $Y, b$ ), respectively. The $S^{*}$-valued measure $F \rightarrow \varepsilon(X)^{*} b(F)$ is an observable called the observable $b$ conditioned by the measure a with instrument $\mathcal{E}$. If $7 \circ \mathcal{\varepsilon}$ exists the observable $c(M)=(7 \circ \mathcal{\varepsilon})(M)^{*} \tau$ is called the joint distribution of $\exists$ following $\mathcal{E}$. Let us check that the marginal distributions are $c(Y \times E)=a(E), \quad c(F \times X)$ $=\varepsilon(X)^{*} b(F)$. Indeed,

$$
\begin{aligned}
c(Y \times E) p & =\left[(\mathcal{\mathcal { E }})(Y \times E)^{*}\right] p \\
& =\tau[(7 \circ \mathcal{\varepsilon})(Y \times E) p]=\tau[\mathcal{F}(Y) \varepsilon(E) p] \\
& =(\tau(E) p)=a(E) p
\end{aligned}
$$

and

$$
\begin{aligned}
c(F \times X) p & =\tau[(\exists \circ \mathcal{E})(F \times X) p]=\tau[\exists(F) \mathcal{L}(X) p] \\
& =b(F)[\mathcal{E}(X) p]=\left[\mathcal{L}(X)^{*} b(F)\right] p .
\end{aligned}
$$

Thus a joint distribution gives the desired marginal distributions.

Let ( $S, T$ ) be a convex structure satisfying the (M2) measurement axiom. We define a proposition as an element $A \in A f(S)$ satisfying:
(1) $A^{2}=A$;
(2) there exists $A^{\prime} \in A f(S)$ such that $A^{\prime 2}=A^{\prime}, A^{\prime} A=A A^{\prime}$ $=0$, and $A+A^{\prime}=I$.

Notice that $A^{\prime}$ is unique, since if $A+B=I$ then
$2\left\langle 2^{-1}, A p, B p\right\rangle=A p+B p=(A+B) p=\left(A+A^{\prime}\right) p=A p+A^{\prime} p$ $=2\left\langle 2^{-1}, A p, A^{\prime} p\right\rangle$ so $B p=A^{\prime} p$ for all $p \in S$. Let $P$ be the set of propositions. For $A, B \in P$ we define $A \leqslant B$ if $A B=B A=A$.

Theorem 3.1: $P$ is an orthomodular poset.
Proof: Notice $0, I \in P$ where $0(p)=0, I(p)=p$ for all $p \in S$. Clearly $0 \leqslant A \leqslant I$ and $A \leqslant A$ for all $A \in P$. If $A \leqslant B$ and $B \leqslant A$ then $A=A B=B$ and if $A \leqslant B, B \leqslant C$ then $A C$ $=(A B) C=A(B C)=A B=A$ so $A \leqslant C$. Thus $P$ is a poset with universal bounds $0, I$. We now show $A \rightarrow A^{\prime}$ is an orthocomplementation. Clearly $A^{\prime \prime}=A$. If $A \leqslant B$, then since $I=A+A^{\prime}$ we have $B^{\prime}=B^{\prime} A+B^{\prime} A^{\prime}$. But $B^{\prime} A$ $=B^{\prime} B A=B A=0$ so $B^{\prime}=B^{\prime} A^{\prime}$. Similarly, $B^{\prime}=A^{\prime} B^{\prime}$ so $B^{\prime} \leqslant A^{\prime}$. Now if $A \perp B$ then $A+B \in P$. Indeed since $B$ $=A B+A^{\prime} B=A B+B$ we have $A B=0$ and similarly $B A$ $=0$ so $(A+B)^{2}=A+B$ and (1) is satisfied. We now show $(A+B)^{\prime}=B^{\prime} A^{\prime}$ which would prove (2) for $A+B$. In fact, since $B+A^{\prime} B^{\prime}=A^{\prime} B+A^{\prime} B^{\prime}=A^{\prime}$ we have $B^{\prime} A^{\prime} B^{\prime}=B^{\prime} A^{\prime}$ and since $B+B^{\prime} A^{\prime}=B A^{\prime}+B^{\prime} A^{\prime}=A^{\prime}$ we have $B^{\prime} A^{\prime} B^{\prime}$ $=A^{\prime} B^{\prime}$. Thus $\left(A^{\prime} B^{\prime}\right)^{2}=A^{\prime} B^{\prime}$ and $(A+B) A^{\prime} B^{\prime}=0$ $=A^{\prime} B^{\prime}(A+B)$. Finally, since $B+B^{\prime} A^{\prime}=A^{\prime}$ we have $A+B+B^{\prime} A^{\prime}=A+A^{\prime}=I$. Clearly $A, B \leqslant A+B$ and if $A, B \leqslant C$ then $C(A+B)=C A+C B=A+B=(A+B) C$ so $A+B \leqslant C$ and hence $A \wedge B=A+B$. Clearly $A \wedge A^{\prime}=I$ for all $A \in P$. Finally, if $A \leqslant B$ then $B=B A+B A^{\prime}$ $=A+B A^{\prime}$. Since $A \perp B^{\prime}$ from before, we have $B A^{\prime}$ $=\left(A+B^{\prime}\right)^{\prime} \in P$. We thus see that $B=A \wedge\left(B A^{\prime}\right)$ which completes the proof.

The set of propositions from the basis for the quantum logic approach of Jauch-Piron ${ }^{4,24}$ and Mackey. ${ }^{5}$ It should be mentioned that Davies and Lewis ${ }^{16}$ argue that the order we have used in Theorem 3.1 is not the correct order for physical implication while Mielnik ${ }^{14}$ points out that condition (2) for propositions may not be a realistic physical assumption. Thus there might be propositions which do not satisfy (2) so the set of propositions may not have as rich a structure as an orthomodular poset. We shall not argue these points here but merely set down the facts so the reader may judge for himself.

Returning to our general convex structure of states $S$, suppose there are enough observables to distinguish between states or equivalently that $S^{*}$ is total. It then follows from Theorem 2.2 that $S_{1}$ is isomorphic to a convex set in a real linear space $V$. Then $S$ is a cone with base $S_{1}$ and $X=S-S$ is a subspace of $V$ generated by $S$. The intrinsic semimetric $\rho$ is a metric and so we
can form the completion $\tilde{S}_{1}$ of $S_{1}$. Then $\tilde{S}_{1}$ is a base for a cone $\widetilde{S}$ which generates the linear space $\widetilde{X}=\widetilde{S}-\tilde{S}$. If $|\cdot|$ is the intrinsic norm on $\tilde{X}$ then $\tilde{S}_{1}$ is normalized and hence $(\tilde{X},||$.$) is a Banach space with closed generating$ cone $\tilde{S}$ (Ref. 23, Theorem 3.7). Defining $\tau$ as above we see that $\tau(x)=|x|$ for every $x \in \tilde{S}$ and the triple ( $X, S, \tau$ ) becomes a complete base normed space (or state space), the basic framework for the operational quantum mechanics of Davies and Lewis. The norm $|\cdot|$ is equivalent to the natural norm $|\cdot|_{1}$ used by Davies and Lewis and our definitions of observables, instruments, joint distributions, etc., reduce to theirs (Ref. 23, Theorem 35). We thus see that in the case of a separating set of observables our framework reduces to that of Davies and Lewis and hence gives a simple, axiomatic motivation for their theory.

## 4. QUANTUM INFORMATION SYSTEMS: MIXTURE OF BEAMS

In the next three sections we compare our theory to that of Mielnik, the latter being similar to and representative of the framework of Ludwig, Gunson, and others. As has been pointed out previously, it is possible that (pure) quantum states do not form a linear space. For example, if the superposition principle does not necessarily hold then the states may form a nonlinear structure. As a step in this direction Mielnik ${ }^{13,14}$ has considered simple examples of physical systems in which the pure quantum states cannot be represented by vectors in a Hilbert space.

In Mielnik's development of axiomatic quantum mechanics, ${ }^{14}$ a general information system $(D, T, B)$ is defined as three sets: $D$, a set of detectors; $B$, a set of beams; and $T$, a set of transmitters such that

1. There exists a map $D \times B \rightarrow R,(d, x) \rightarrow d x$ such that
(a) $\exists!0 \in B$ such that $d 0=0, \quad \forall d \in D$,
(b) $\exists!0 \in D$ such that $0 x=0, \forall x \in B$.
2. There exists a map $B \times B \rightarrow B,(x, y) \rightarrow x+y$ such that
(a) $x+y=y+x$,
(b) $x+(y+z)=(x+y)+z$,
(c) $x+0=x$,
(d) $x+y+z=x$ implies $y=z=0$.
3. $T$ is a non-abelian semigroup of operators in $B$. The image $d x$ defined in condition 1 is the average intensity of the beam $x$ measured by the detector $d$; the image $x+y$ defined in condition 2 the combination of $x$ and $y$. From condition 1 above, each $d \in D$ determines a detection functional on the set of beams and each $x \in B$ determines a beam functional on the set of detectors.

Mielnik extends the definition of combinations of beams by defining $n x=x+x+\cdots+x$ ( $n$ times) for $n \in N$ and then assumes that there exists a map $R^{+} \times B \rightarrow B$, where $R^{+}=\{\lambda \in R: \lambda \geqslant 0\}$, such that $\forall \lambda, \mu \in R^{+}$and $\forall x, y \in B$

1. $\quad 1 x=x, \quad 0 x=0$,
2. $\lambda(\mu x)=(\lambda \mu) x$,
3. $(\lambda+\mu) x=\lambda x+\mu x$,
4. $\lambda(x+y)=\lambda x+\lambda y$,
5. $n x=x+x+\cdots+x$ ( $n$ times), $n \in N$.

This will be called multiplication by nonnegative scalars and it is closely related to average beam intensity.
Mielnik notes that $B$, with combinations and multiplication by nonnegative scalars, does not give one a linear space; however, he does state
$\ldots B$ admits a convenient representation as a convex cone in a real linear space $X$ so that the linear combination with positive coefficients defined in $B$ becomes a special case of the general linear combination in $X$. The space $X$ can be constructed as the set of formal differences $x-y$ of beams $x, y \in B$ with the assumed identity: $x-x=0 \ldots$ The embedding of $B$ in $X$ is done by assigning to each $x \in B$ an element $x-0 \in X$. The set $B$ then becomes a positive cone in $X$ (Ref. 14, p. 7).
In the above, Mielnik implicitly assumes that it is possible to define an inverse; he does this through the irreversibility axiom $2 d .{ }^{25}$ The above axioms do not imply that $B$ can be embedded in a linear space, as the following example will show.

Let $S_{1}=\{p, q\}, p \neq q$, and consider the cartesian product $R^{+} \times S$; we shall write $\lambda p$ and $\mu q$ for $(\lambda, p)$ and ( $\mu, q$ ), respectively. If $\lambda \neq 0 \neq \mu$, we define $\lambda p=\mu p$ iff $\lambda=\mu$ and $p=q ; 0 p=0 q$. This is an equivalence relation on $\left(R^{+}, S\right)$. Also assume that $1 x=x$ and define $\lambda(\mu x) x$ $=(\lambda \mu) x$ for $\lambda \geqslant 0$ and $x \in\{p, q\}$. Define $\lambda p+\mu q$ to be $(\lambda+\mu) p$ if $\lambda \neq 0$ or $\mu q$ if $\lambda=0$; further, define $(\lambda+\mu) x$ $=\lambda x+\mu x$ and $\lambda(x+y)=\lambda x+\lambda y$ for $x, y \in\{p, q\}$. One can easily see that $x+y$ and $\lambda x$ so defined do satisfy all of Mielnik's axioms on combinations and multiplication by nonnegative numbers. Such a structure does not, however, generate a linear space; indeed, if $\exists(-p)$ such that $p+(-p)=0$, then $(p+q)-p=(p+p)-p$ which implies $p=q$, a contradiction. Therefore, Mielnik's statement that $B$ can be represented as a positive cone in a linear space is incorrect. We shall now show that the above structure is a $P$-convex structure.

Let $\left(S_{1}, T_{1}\right)$ be a convex prestructure and let $(S, T)$ be the generated convex prestructure as defined in Sec. 2.

Theorem 4.1: If ( $S_{1}, T_{1}$ ) is a convex line-based (convex, $P$-convex, dense $P$-convex, full $P$-convex) structure, then ( $S, T$ ) is a convex line-based (convex, $P$-convex, dense $P$-convex, full $P$-convex) structure.

Proof: It has been proved that if $\left(S_{1}, T_{1}\right)$ either is $C$ commutative, or is $C$-associative, or satisfies the 0 endpoint condition, then $(S, T)$ either is $C$-commutative, or is $C$-associative, or satisfies the 0 -endpoint condition (Ref. 23, Lemma 2.7). Therefore, we need to prove similar results for weak associativity, the point convexity condition, the M1 measurement axiom, and the M2 measurement axiom. First, we show weak associativity.
If $(1-\mu) \sigma+\mu \tau \neq 0$ and $\lambda \sigma \neq 0$, then

$$
\begin{aligned}
& (\lambda, \sigma p,\langle\mu, \sigma p, \tau q\rangle\rangle \\
& \quad=\left\langle\lambda, \sigma p,[(1-\mu) \sigma+\mu \tau]\left\langle\frac{\mu \tau}{(1-\mu) \sigma+\mu \tau}, p, q\right\rangle\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =[(1-\lambda) \sigma+\lambda[(1-\mu) \sigma+\mu \tau]] \frac{\lambda[[(1-\mu) \sigma+\mu \tau]}{(1-\lambda \mu) \sigma+\lambda \mu \tau}, \\
& \left.p,\left\langle\frac{\mu \tau}{(1-\mu) \sigma+\mu \tau}, p, q\right\rangle\right\rangle \\
& =[(1-\lambda \mu) \sigma+\lambda \mu \tau]\left\langle\frac{\lambda \mu \tau}{(1-\lambda \mu) \sigma+\lambda \mu \tau}, p, q\right\rangle \\
& =\langle\lambda \mu, \sigma p, \tau q\rangle .
\end{aligned}
$$

If $(1-\mu) \sigma+\mu \tau=0$, then

$$
\langle\lambda, \sigma p,\langle\mu, \sigma p, \tau q\rangle\rangle=\langle\lambda, \sigma p, 0\rangle
$$

so that ( $S, T$ ) is weakly associative. Also,

$$
\langle\lambda, \mu p, \mu p\rangle=\mu\langle\lambda, p, p\rangle=\mu p,
$$

so ( $S, T$ ) satisfies the point convexity condition. Next, we prove the M1 measurement axiom. Assume that

$$
\langle\lambda, \mu p, \nu q\rangle=\nu q
$$

If $(1-\lambda) \mu+\lambda \nu=0$, then either $\lambda=1$ or $\mu=0$, so $\mu p=0$. If $(1-\lambda) \mu+\lambda \nu \neq 0$, then

$$
\langle\lambda, \mu p, \nu q\rangle=[(1-\lambda) \mu+\lambda \mu]\left\langle\frac{\lambda \nu}{(1-\lambda) \mu+\lambda \mu}, p, q\right\rangle=\nu q .
$$

The latter occurs only if $(1-\lambda) \mu+\lambda \nu=\nu$, so either $\mu$ $=\nu$ or $\lambda=1$. If $\mu=\nu$, then $\mu\langle\lambda, p, q\rangle=\mu q=\langle\lambda, p, q\rangle$ so that $p=q$. To prove M2 measurement axiom, assume

$$
\langle\lambda, \mu p, \nu q\rangle=\langle\lambda, \mu p, \sigma \gamma\rangle .
$$

If $(1-\lambda) \mu+\lambda \nu=0$ or $(1-\lambda) \mu+\lambda \sigma=0$, then follow steps similar to those in the proof of the M1 axiom above. Otherwise,

$$
\begin{aligned}
& {[(1-\lambda) \mu+\lambda \nu]\left\langle\frac{\lambda \nu}{(1-\lambda) \mu+\lambda \nu}, p, q\right\rangle} \\
& =[(1-\lambda) \mu+\lambda \sigma]\left\langle\frac{\lambda \sigma}{(1-\lambda) \mu+\lambda \sigma}, p, r\right\rangle,
\end{aligned}
$$

so that

$$
(1-\lambda) \mu+\lambda \nu=(1-\lambda) \mu+\lambda \sigma .
$$

If $\lambda \neq 0$, then $\sigma=\nu$ and from that we easily obtain $q=r$.
From this we shall show that Mielnik's set of beams with combinations and multiplication is equivalent to ( $S, T$ ) for some $P$-convex structure ( $S_{1}, T_{1}$ ). A detector or transmitter is c-linear if $\phi(x+y)=\phi(x)+\phi(y)$ and $\phi(\lambda x)=\lambda \phi(x) \forall \lambda \geqslant 0, \forall x, y \in S$. A standard quantum detector $e$ is a $c$-linear detector such that (1) $e x \geqslant 0 \forall x$ $\in B$ and (2) ex=0 implies $x=0$. For a given standard quantum detector $e$, we can define the statistical figure $S_{e}=\{x \in B: e x=1\}$. Since $e$ is $c$-linear, $(1-\lambda) x+\lambda y$ $\in S_{e} \forall x, y \in S_{e} \forall \lambda \in[0,1]$. Consider

$$
\begin{aligned}
& T_{e}:[0,1] \times S_{e} \times S_{e}-S_{e}, \\
& (\lambda, p, q) \rightarrow(1-\lambda) p+\lambda q .
\end{aligned}
$$

Lemma 4.2: $\left(S_{e}, T_{e}\right)$ is a $P$-convex structure.
Proof:
(a) 0 -endpoint condition: $(1-0) p+0=1 p+0=p$;
(b) $C$-commutativity: $(1-\lambda) p+\lambda q=[1-(1-\lambda)] q+(1-\lambda) p$;
(c) $C$-associativity: $(1-\lambda) p+\lambda[(1-\mu) q+\mu r]$
$=[(1-\lambda) p+\lambda(1-\mu) q]+\lambda \mu r ;$
(d) Point convexity condition: $(1-\lambda) p+\lambda p$

$$
=(1-\lambda+\lambda) p=p .
$$

Lemma 4.3: $B=\left(S_{e}\right)^{+}$.
Proof: Obviously, $\left(S_{e}\right)^{+} \subseteq B$. Let $x \in B$. If $e(x)=0$, then $x=0 \in\left(S_{e}\right)^{+}$. If $e(x) \neq 0$, then $[e(x)]^{-1} x \in S_{e}$, so $x \in\left(S_{e}\right)^{+}$.
Define $p+q=2\left\langle\frac{1}{2}, p, q\right\rangle$ for the convex prestructure ( $S, T$ ).

Lemma 4.4: For a generated $P$-convex structure ( $S, T$ ):
(a) if $[x, y]$ is Class III and $x+y=x$, then $y=0$;
(b) if $[x, y]$ is Class I or II and $x+y=x$, then $x=y=0$.

Proof: (a) If $[x, y]$ is Class III, then $C H(\{x, y, 0\})$ is full. Thus $\langle\lambda, p, q\rangle=\langle\lambda, p, r\rangle$ implies $\lambda=0$ or $q=r$, for any $p, q, r \in C H(\{x, y, 0\})$, and $\left\langle\frac{1}{2}, x, y\right\rangle=\frac{1}{2} x=\left\langle\frac{1}{2}, x, 0\right\rangle$ implies $y=0$.
(b) If $[x, y]$ is Class I, then either (i) $x=\langle x, y\rangle$ or (ii) $y=\langle x, y\rangle$. If (i) holds, $x+y=x=2 x$. If (ii) holds, $x+y$ $=x=2 y=3 y$. If $[x, y]$ is Class II, then $x+y=2 z=x$ $=3 x / 4$ for some $z \in C H(\{x, y, 0\})$ so that $x=y=0$.

Lemma 4.5: If $(S, T)$ is a generated convex line-based structure, then $\forall x, y \in S, x+y=0$ implies $x=y=0$.

Proof: $x+y=2\left\langle\frac{1}{2}, x, y\right\rangle=0$, so $\left\langle\frac{1}{2}, x, y\right\rangle=0$ and $\langle\lambda, x, 0\rangle$ $=\langle\lambda / 2, x, y\rangle, \forall \lambda \in[0,1]$. Therefore, $\forall \lambda \in[0,1]$ and $\forall \mu>0$

$$
\langle\lambda, x, \mu 0\rangle=(1+\lambda \mu)\left\langle\frac{\lambda \mu}{1+\lambda \mu}, x, 0\right\rangle .
$$

Let $\mu=1 /(2-\lambda)$; then

$$
\frac{2}{2-\lambda}\left\langle\frac{1}{2} \lambda, x, 0\right\rangle=\langle\lambda, x, 0\rangle=\left\langle\frac{1}{2} \lambda, x, y\right\rangle .
$$

If $\lambda=1$, then $2\left\langle\frac{1}{2}, x, 0\right\rangle=0=x+0-0$ and $y=0$.
Theorem 4.6: There exist $a$ one-to-one correspondences between statistical figures and $P$-convex structures and between the class of sets of beams and the class of generated $P$-convex structures.

Proof: By Lemmas 4.2 and 4.3, if $S_{e}$ is a statistical figure, then it is a $P$-convex structure and the set of beams is a generated $P$-convex structure. To show the converse, it is sufficient to prove that every generated $P$-convex structure ( $S, T$ ) satisfies the axioms on combinations and multiplication by nonnegative numbers, because the map $e$ given by $e(\lambda x)=\lambda$ for $x \in S_{1}$ is a standard quantum detector and $S_{e}=S_{1}$, where ( $S_{1}, T_{1}$ ) is the generator of ( $S, T$ ). It has been shown [Ref. 23, Lemma 2.9] that a generated convex structure given by
$p+q=2\left\langle\frac{1}{2}, p, q\right\rangle$ satisfies
(a) $p+q=q+p$,
(b) $p+0=p$,
(c) $\lambda p+\lambda q=\lambda(p+q)$,
(d) $p+(q+r)=(p+q)+r$.

By definition, $1 p=p, 0 p=0$, and $\lambda(\mu p)=(\lambda \mu) p$. To show that $(\lambda+\mu) p=\lambda p+\mu q$, one simply applies the definition of $p+q$. If $\lambda=\mu=0$, then the result is trivial. If $\lambda$ and $\mu$ are not both zero, then

$$
\begin{aligned}
\lambda p+\mu p & =2\left\langle\frac{1}{2}, \lambda p, \mu p\right\rangle \\
& =2 \frac{\lambda+\mu}{2}\left\langle\frac{\mu}{\lambda+\mu}, p, p\right\rangle \\
& =(\lambda+\mu) p
\end{aligned}
$$

All that remains to be proved is that $p+q+r=p$ implies $q=r=0$; This follows immediately from Lemmas 4.4 and 4.5.

## 5. FILTERS

The concept of a filter, yes-no, experiment or question is a crucial one in axiomatic quantum mechanics. Mackey states as an axiom that the set of all questions under a given ordering is isomorphic to the poset of all closed subspaces of a separable, infinite-dimensional Hilbert space. ${ }^{5}$ As Mackey indicated, this assumption is made simply because it gives a theory that "explains physical phenomena and successfully predicts the results of experiments" (Ref. 5, p. 72). Mielnik has defined a filter for a general information system ( $D, T, B$ ) if (1) $B$ can be embedded in a linear space and (2) there exists a standard quantum detector $e \in D .{ }^{14}$ Such a system will be called a quantum system ( $e, D, T, B$ ). If we have a general information system $(D, T, B)$ with a standard quantum detector $e$, then ( $e, D, T, B$ ) will be a quantal information system.

For a quantum system ( $e, D, T, B$ ), Mielnik defines a filter $a \in T$ as a linear transmitter such that

1. $e a x \leqslant e x, \quad \forall x \in B ;$
2. eax $=e x$ implies $a x=x$;
3. if $b \in\{c \in T: c$ is linear and $c x=x$ if $a x=x\}$ and
$e b x \leqslant e a x \forall x \in B$, then $e b=e a .{ }^{14}$ Obviously, a filter $a$ can be defined for a quantal information system ( $e, D, T, B$ ) if $a \in T$ is a $C$-linear transmitter such that $a(\lambda x+\mu y)$ $=\lambda a x+\mu a y \forall \lambda, \mu \geqslant 0$ and $\forall x, y \in B$. In terms of the statistical figure $S_{e}$, condition $e$ above simply states that if $x \in S_{e}$ and $a x \in S_{e}$, then $a x=x$. For a filter $a \in T$, if $b$ $\in\{c \in T: c$ is linear and $c x=x$ if $a x=x\}$ implies $e a<e b$, then $a$ is an absolute filter. Mielnik has shown that for a quantum system and for any filter $a$, the sets $B_{a, t}$ $=\{x \in B: a x=x\}$ and $B_{a, 0}=\{x \in B: a x=0\}$ are closed extreme subsets of $B$ in the weakest topology in which all detectors are continuous; further, he has shown that $S_{a, I}=\left\{x \in S_{e}: a x=x\right\}$ and $S_{a, 0}=\left\{x \in S_{e}: a x=0\right\}$ are closed extreme subsets of $S_{e}$ in the same topology (Ref. 14 Proposition 3). In this discussion, we shall deal solely with full $P$-convex structures. A convex prestructure $(S, T)$ is complete if for every $x, y \in S, \exists p, q \in S$ that form a maximal line $[p, q]$ such that $[x, y] \subseteq[p, q]$. Such a maximal line will be denoted by $[x, y]$.

Obviously, if $(S, T)$ is a full $P$-convex structure then it is possible to embed $S$ into a complete full $P$-convex structure $(\bar{S}, \bar{T}) .(\bar{S}, \bar{T})$ is a completion of $(S, T)$.

Lemma 5.1: For a quantal information system
( $e, D, T, B$ ) and a filter $a$, if $x \in S_{a, 0}$ and $\Xi v, z \in S$ such that $x \in\langle y, z\rangle$, then $[y, z]=S_{a, 6}$.

Proof: If $x \in\langle y, z\rangle, \exists \lambda \in(0,1)$ such that $x=\langle\lambda, y, z\rangle$. Thus $a x=(1-\lambda) a y+\lambda a z=0$ and by Theorem 4.6 $(1-\lambda) a y=0=\lambda a z$, so $a y=a z=0$ and $\left[y, z \mid=S_{a, 0}\right.$. If $p$ $\in[y, z]-[y, z]$, assume $p \in R_{y, z}$ so hat $z--\langle\mu, p, y\rangle$ for some $\mu \in(0,1)$. Then $a z=(1-\lambda)(p+\lambda a y=0$ and either $(1-y) a p=0$ or $a p=0$; therefore $r, \Delta \mid S_{n, 0}$.

Lemma 5.2: Let (e, $D, T, B$ ) iee a quantal information system such that the statisticel higure $S_{\text {, }}$ is a full $P_{-}$ convex structure. For a filter $\because, T$, if $+S_{n, I}$ and


Proof: Assume $a x=x, a v=\mu$, and $a z=\nu q$ for some $p, q \in S$ and $\mu, \nu \geqslant 0$. Since $c a r<\epsilon v \forall \in E, \mu, \nu \in[0,1]$ so that $\langle\lambda, y, z\rangle=x$ for some $\lambda=(0, i)$ and $\langle\lambda, y, z\rangle$ $=\langle\lambda, \mu p, \nu q\rangle$. If $(1-\lambda) \mu+\lambda y=0$, then $x=0$, a contradic tion since $0 \notin S$. Thus

$$
\langle\lambda, y, z\rangle=[(1-\lambda) \mu+\lambda \nu\rangle\left\langle\frac{\lambda v}{(1-1 \mu+\lambda,}, q\right\rangle
$$

so that $(1-\lambda) \mu+\lambda \nu=1$. Since $a<0,1 ;, \mu-\nu=1$ so that $a y=p$ and $a z=q$; but $a$ is a filter, so $:=f$ and $z=a$. Then $a y=y$ and $a z=z$, so $y, z, b$, . Let $f(y, z]$ and assume $t \in R_{y, z}$. If $t=\langle\lambda, y, \Rightarrow$ for some $\lambda \in[0,1\}$, then $a t=\alpha\langle\lambda, y, z\rangle=\langle\lambda, a y, a z\rangle=\langle\lambda, \lambda, \lambda, I f=\langle\lambda, t, z\rangle$ for some $\lambda \in[0,1]$, then $y-a y=\langle, 1, \gamma, x\rangle$ and since $S$ is full, $a p=p$ so that $[x, y]-s$,

Lemma 5. 3: If ( $e, D, T, B$ ) is a quantal information system and the statistical figure is a $P$-convex structure and $a$ is a filter, then $x \in S_{a}$ and $y S_{a, I}$ imply $[x, y]=\overline{[x, y]}$.

Proof: Assume $p \in[x, y]$. II $x, \ldots, y$ for some $\lambda$ $\in(0,1)$, then $a x=\langle\lambda, a p, a y\rangle$ so that $0=(1-\lambda) a p+\lambda y$. By Theorem 4.6, $y=a p=0$, a ontmaiction as $y \in S$ and $0 \notin S_{n}$. If $y=\langle\lambda, p, x\rangle$ for some: $(0,1)$, then $y$ $=(1-\lambda) a p$, a contradiction since ed $(1-\lambda) a p \mid<1$ and $e y=1$. Thus $[x, y]=[x, y]$.

Let $\phi$ be the isomorphism that maps the full $P$-convex structure ( $S, T$ ) onto a convex subset of a real linear space $V$. A flat is a subset $A S S$ of a $P$-convex structure $(S, T)$ such that $\phi(A)=C \subset \phi(S)$ where $C$ is a subspace of $V$. A flat $A$ is extremal if $\phi(A)$ is an extreme subset of $s$. From the above three lemmas, we ubtain the following:

Theorem 5.4: If ( $e, D, T, B$ ) is a quantal information system with a statistical figures that is a full $P$-convex structure, then for any filter $a, T, S_{a, I}$ and $S_{a, 0}$ are extremal flats.

Up to this point, we have not used the "minimal entropy" condition: if $b \in T$ sucn that $\because \subset \subset a$ and $a x=x$ implies $b x=x$, then $c b=a$. We thali now use this condition to prove a very important result. If $(e, D, T, B)$ is a quantal information system with a statistical figure that is a complete, full $P$-conver structure, then $(e, D, T, B)$ is discriminating. Obviously, if $(e, D, T, B)$ is a discriminating quantal inhormath oystem, then $D_{I}=\{b \in B: c b \leqslant 1\}$ is a complete, $B:$-convex structure and any filter maps $D_{1}$, inte $\theta_{1}$, if $x=S$ and $a$ is a filter, then $a x=\lambda y$ for some $\lambda, 0,1$ and some $y \in S$. A filter is idempotent (Ref. 14, Proposition 2), so
$a^{2} x=a(\lambda y)=\lambda y$ and $a y=y$ if $\lambda \neq 0$; thus $y \in S_{a, I}$.
Theorem 5.5: If ( $e, D, T, B$ ) is a discriminating quantal information system with the statistical figure $S$, then for any filter $a$

$$
S=C H\left(S_{a, I} \cup S_{a, 0}\right)
$$

Proof: Let $x \in S$. For a filter $a, a x=\lambda y$ for some $\lambda \in[0,1]$ and some $y \in S$. If $\lambda=0$, then $x \in S_{a, 0}$, if $\lambda=1$, then $x \in S_{a, j}$; thus we need only concern ourselves with $\lambda \in(0,1)$. $S$ is complete, so by Lemma $5.3 \exists p \in S$ such that $[x, y]=[p, y]$. Thus $\exists \sigma \in(0,1)$ such that $x=\langle\sigma, p, y\rangle$, so that $a x=\langle\sigma, a p, a y\rangle$ or $\langle\sigma, a p, y\rangle=(1-\sigma) a p+\sigma y$ since $a$ is idempotent. It is sufficient to show that $\lambda=\sigma$, for then Theorem 4.6 implies $(1-\lambda) a p=0$, so that $a p=0$ and $p \in S_{a, 0}$. From the definition of a standard quantum detector, one obtains $e \lambda y=e(1-\sigma) a p+e \sigma y$. Then either $\lambda=(1-\sigma) e a p+\sigma$ or

$$
e a p=\frac{\lambda-\sigma}{1-\sigma} \geqslant 0
$$

thus $\lambda \geqslant \sigma$. Define the map $b: S \rightarrow S$ such that
(a) $b r=r$ if $r \in a_{n}=\{q \in S: a q=q\}$
(b) $b r=0 b p=0$ if $r \in E C H\left(S_{a, 0} \cup\{p\}\right)$
and extend $b$ so that it is affine on $C H\left(a_{n} \cup S_{a, 0} \cup\{p\}\right)$; then $b x=x$. Further define $b(\lambda q)=\lambda b q \forall \lambda \geqslant 0 \forall q \in S$ so that $b$ is linear on $B$. By minimal entropy condition on $a$, $e a=e b$; therefore, $e a p=e b p=0$, so that $\lambda=\sigma$. The following theorem is now clear.

Theorem 5.6: The set of extremal flats, ordered by set inclusion, has a subset that is isomorphic to the set of filters ordered by the standard quantum detector $e$.

## 6. REDUCTION MAPS

A map $\phi$ is a reduction map on a convex prestructure $(S, T)$ if $\phi \in A f(S)$ and $\phi^{2}=\phi$, where $\phi^{2}(a)$ means $\phi(\phi(a))$. If $\phi(a)=a_{\forall} a \in S, \phi$ is the trivial reduction $m a p$; if $\phi(a)=x \forall a \in S$ and for some fixed $x \in S$, then $\phi$ is a total reduction. Obviously, there are as many total reductions in $A f(S)$ as there are points in $S$. The main motivation behind the definition of a reduction map is the concept of a projection in a linear space. In general, however, there does not exist a zero element in a convex prestructure; for this and other reasons, a reduction map is more general than a projection in a linear space. One can easily define a partial ordering on the set $R(S)$ of reduction maps of $S$ by $\phi \leqslant \psi$ iff $\phi(S) \subseteq \psi(S)$ for $\phi, \psi$ $\in R(S)$. Obviously, $R(S)$ is not a lattice, as $\phi へ \psi$ may not exist. For example, for two distinct total reduction maps $\phi_{x}$ and $\phi_{y}, \phi_{x} \wedge \phi_{y}$ does not exist.

Lemma 6.1: If $\phi \in R(S)$ for a $P$-convex structure ( $S, T$ ) and if $\phi(b)=b$ and $\phi(c)=c$ for some $b, c \in S$, then $\phi(a)=a \forall a \in[b, c]$.

Proof: Assume $a=\langle\lambda, b, c\rangle$ for some $\lambda \in[0,1]$. Then $\phi(a)=\langle\lambda, \phi(b), \phi(c)\rangle=\langle\lambda, b, c\rangle=a$.

Lemma 6.2: If $\phi \in R(S)$ for a full $P$-convex structure $(S, T)$ and if $\phi(b)=b$ and $\phi(c)=c$ for some $b, c \in S$, then $\phi(x)=x \forall x \in[b, c]$.

Proof: By Lemma 6.1 $\phi(x)=x \forall x \in[b, c]$. If $x \in \overline{[b, c]}$ $-[b, c]$, assume $\exists \lambda \in(0,1)$ such that $b=\langle\lambda, x, c\rangle$; then
$\phi(b)=\langle\lambda, \phi(x), \phi(c)\rangle=\langle\lambda, \phi(x), c\rangle=\langle\lambda, x, c\rangle$, so $x=\phi(x)$. The proof is similar if $\exists \lambda \in(0,1)$ such that $c=\langle\lambda, x, b\rangle$.

Two sets that are of some interest in $P$-convex structures are $C H(A)$ and $E C H(A)$ where, for $A \subseteq S, C H(A)$ is the smallest convex substructure containing $A$ and $E C H(A)$ is the smallest flat containing $A$. Therefore, given a full $P$-convex structure ( $S, T$ ) and a reduction map $\phi$ on $S$, there corresponds a set $A=\phi(S)$ such that $A=E C H(A)$. If $A=E C H(A)$, then $A$ is a flat. The following theorem is immediate.

Theorem 6.3: For a $P$-convex structure $(S, T)$, if $A$ and $B$ are flats, $A \cap B[E C H(A \cup B)]$ is the largest (smallest) flat contained in (containing) $A$ and $B$. The set $F(S)$ of flats of a dense $P$-convex structure forms a lattice under set inclusion. Therefore, $R(S)$ is isomorphic to a subset of the lattice $F(S)$ of flats for a full $P$-convex structure ( $S, T$ ).

Corollary 6.4: The lattice $F(S)$ of flats of a dense $P$-convex structure ( $S, T$ ) is atomic.

Proof: $\operatorname{ECH}(\{p\})=\{p\}$, so every point is a flat; thus the atoms of a dense $P$-convex structure are the atoms of $F(S)$.

## 7. MACKEY'S AXIOMS OF QUANTUM MECHANICS

A standard approach to axiomatic quantum mechanics is that used by Mackey. ${ }^{5}$ As will be shown, Mackey's system carries over naturally to that of a full $P$-convex structure. Mackey is concerned with the set $B$ of all Borel subsets of the real line $R$ and with two undefined sets: $S$, the set of all states, and $O$, the set of all observables. There exists a map

$$
\begin{aligned}
& p: O \times S \times B \rightarrow[0,1] \\
& (A, x, E) \rightarrow x_{A}(E)
\end{aligned}
$$

satisfying the axioms below.

1. $x_{A}(\phi)=0$ and $x_{A}(R)=1 \forall x \in S$ and $\forall A \in O$, and $x_{A}\left(\cup_{1}^{\infty} E_{i}\right)=\sum_{1}^{\infty} x_{A}\left(E_{i}\right)$ whenever the $E_{i}$ are pairwise disjoint Borel sets. In other words, each $x_{A}$ is a probability measure on $B$.
2. If $x_{A}(E)=x_{A^{\prime}}(E) \forall x \in S$ and $\forall E \in B$, then $A=A^{\prime}$; and if $x_{A}(E)=x_{A}^{\prime}(E) \forall A \in 0$ and $\forall E \in B$, then $x=x^{\prime}$.
3. For any real-valued function $f$ on $R$ and any $A \in 0$, $\exists A^{\prime} \in 0$ such that $x_{A^{\prime}}(E)=x_{A}\left(f^{-1}(E)\right) \quad x \in S$ and $E \in B$. $A^{\prime}$ is denoted by $f(A)$ in the literature.
4. For $x_{1}, x_{2}, \ldots, \in S$ and $\lambda_{1}, \lambda_{2}, \ldots, \in[0,1]$ such that $\sum^{\infty} \lambda_{i}=1, \exists y \in S$ such that

$$
y_{A}(E)=\sum_{i}^{\infty} \lambda_{i}\left(x_{i}\right)_{A}(E)
$$

$\forall E \in B$ and $\forall A \in 0 ; y$ shall be denoted by $\sum_{1}^{\infty} \lambda_{i} x_{i} . A$ question is an observable $A$ such that $\forall x \in S$,

$$
x_{A}(\{0,1\})=1 .
$$

If we define a quantity $m_{x}(q)=x_{q}(\{1\})$ for each question $q$ and each $x \in S$, then $m_{x}(q)$ can be used to define a natural partial ordering in $Q$, the set of all questions, by $q_{1} \leqslant q_{2}$ iff $m_{x}\left(q_{1}\right) \leqslant m_{x}\left(q_{2}\right) \forall x \in S$. If $m_{x}\left(q_{1}\right)+m_{x}\left(q_{2}\right)$ $\leqslant 1 \forall x \in S$, then the questions $q_{1}$ and $q_{2}$ are disjoint. We next assume the axiom:
5. If $\left\{q_{i}\right\}$ is any pairwise disjoint sequence of ques-
tions, then $\sum_{1}^{\infty} q_{i}$ exists. Let $q_{E}^{A}$ be the question represented by the function $\phi_{E}: A \rightarrow\{0,1\}$ which is 1 for $x \in E$ and is 0 for $x \notin E$. Any function $B \rightarrow O, E \rightarrow q_{E}$ is a question-valued measure if
(a) $m_{x}\left(q_{\phi}\right)=0$ and $m_{x}\left(q_{R}\right)=1 \forall x \in S$;
(b) $E \cap F=\emptyset$ implies $q_{E}$ and $q_{F}$ are disjoint;
(c) $E_{i} \cap E_{j}=\emptyset$ for $i \neq j$ implies $q\left(E_{1} \cup E_{2} \cup \cdots\right)$ $=q_{E_{1}}+q_{E_{2}}+\cdots$.

We also assume the axioms:
6. If $q: E \rightarrow q_{E}$ is any question-valued measure, then $\exists A \in 0$ such that $q_{\mathrm{E}}^{A}=q_{\mathrm{E}} \forall E \in B$. The assumptions listed below are also given in Mackey. ${ }^{5}$
7. The poset of all questions in quantum mechanics under the natural partial ordering is isomorphic to the partially ordered set of all closed subspaces of a separable, infinite-dimensional Hilbert space.
8. If $q$ is any question that is represented by a Borel function that has nonzero values, then $\exists x \in S$ such that $m_{x}(q)=1$.
There is an additional axiom regarding quantum dynamics which will not be discussed here.

A possible alternative for Axiom 2 above is the following assumption:
$2^{\prime}$. If $m_{x}(A)=m_{x}(C) \forall x \in S$, then $A=C$.
For a physical motivation of these axioms and their development, the reader is referred to Mackey. ${ }^{5}$

Using the concept of convex prestructures to revise Mackey's axioms, we shall show some additional physical motivation for them. Axiom 1 and 3 will be left as stated above. Mackey admits that Axiom 7 "seems entirely ad hoc" (Ref. 5, p. 71). A modification of Axiom 7, equally well suited to physical phenomena, will be indicated in this paper.

To replace Axioms 2, 4, and 7 we shall use certain axioms discussed below.
A. There exists a map

$$
\begin{aligned}
& T:[0,1] \times S \times S \rightarrow S, \\
& (\lambda, x, y) \rightarrow\langle\lambda, x, y\rangle
\end{aligned}
$$

on the set of states such that

$$
\langle\lambda, x, y\rangle_{A}(E)=(1-\lambda) x_{A}(E)+\lambda y_{A}(E)
$$

and $(S, T)$ is a convex prestructure such that $p(A, \cdot, E)$ is an affine functional of $S$ for each $A \in 0$ and each $E \in B$.
B. There exists a topology on $S$ such that the sequence
$\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle,\left\langle\lambda_{2}, x_{3},\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle\right\rangle,\left\langle\lambda_{3}, x_{4},\left\langle\lambda_{2}, x_{3},\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle\right\rangle\right\rangle, \cdots$ converges whenever $\lambda_{i} \in[0,1]$ and $x_{i} \in S$ for $i=1,2, \ldots$.

Obviously, these two axioms are a rewording of Mackey's Axiom 4 in a language compatible with our development of convex prestructures. Axiom 2 will be replaced by Axioms $C$ and $D$ below.
C. If $x_{A}(E)=x_{A}(E) \forall x \in S$ and $\forall E \in B$, then $A=A^{\prime}$.
D. There exists an equivalence relation on $(S, T)$ such that $x$ is equivalent to $x^{\prime}$ iff $x_{A}^{\prime}(E)=x_{A}(E) \forall A \in 0$ and
$\forall E \in B$. Therefore, if $\langle\lambda, x, y\rangle=\langle\lambda, x, z\rangle$ for some $\lambda$ $\in(0,1]$ and for some $x \in S$, then $y$ should be equivalent to $z$; this will be denoted by $y * z$. Clearly $y * y$. Also $y * z$ implies $z * y$ for any convex prestructure. Next consider transitivity: if $x * y$ and $y * z$, then $\exists p \in S$ and $\exists \lambda \in(0,1]$ such that $\langle\lambda, p, x\rangle=\langle\lambda, p, z\rangle$. From this it seems natural to assume the axiom:
E. $(S, T)$ is a $P$-convex structure.

One of the authors has shown that it is possible to define an equivalence relation, called indistinguishability ( $\bmod S$ ) between two points $x$ and $y$ in a $P$-convex structure iff there exists a point $z \in S$ and $\lambda \in(0,1)$ such that $\langle\lambda, x, z\rangle=\langle\lambda, y, z\rangle .{ }^{22}$ The set of indistinguishable $(\bmod S)$ equivalence classes $S_{m, s}$ can have a map $T_{m, s}$ defined in terms of $T$ such that ( $S_{m, s}, T_{m, s}$ ) forms a full $P$-convex structure.

Theorem 7.1: Let ( $S, T$ ) be a $P$-convex structure. Then (a) $S^{*}$ separates $S_{m, s}$ equivalence classes, and (b) $\rho(x, y)=0$ implies $x$ and $y$ are indistinguishable $(\bmod S)$ if $S_{m, s}$ is isomorphic to a bounded convex set of a real linear space. Indistinguishability $(\bmod S)$ gives an equivalence relation in which $y$ is equivalent to $z$ iff

$$
\langle\lambda, x, y\rangle_{A}(E)=\langle\lambda, x, z\rangle_{A}(E)
$$

for some $\lambda \in[0,1]$, some $x \in S$, and all $E \in B$. ( $S_{M, S}, T_{M, S}$ ) with Axiom B above is therefore equivalent to ( $O, S, B, p$ ) with Mackey's Axiom 2 and 4.

Unfortunately, physical measurements cannot indicate whether ( $S, T$ ) is full, as measurements on indistinguishable states give identical results as can be seen from Theorem 7.1. The major difficulty is that a state $x$ is simply a member of an undefined set $S$. Dirac defines a state as "an undisturbed motion that is restricted by as many conditions or data as are theoretically possible without mutual interference or contradiction (Ref. 26, p. 11)." Use of this definition seems to require fullness of $(S, T)$. Until the concept of a quantum state is defined in a manner useful to axiomatic quantum mechanics, however, it will be necessary to consider the possibility of indistinguishable quantum states. Even if ( $S, T$ ) is a full $P$-convex structure, the isomorphism theorems in Sec. 2 do not force $(S, T)$ to be a subset of Euclidean space, as ( $S, T$ ) may be part of a complete Riemannian manifold that has a large curvature.

Given a full $P$-convex structure ( $S, T$ ) there are five associated classes of objects: the class $F(S)$ of all flats, the class $E F(S)$ of all extremal flats, the class $R(S)$ of all reduction maps, the class $L(S)$ of all filters, and the class $Q(S)$ of all questions. They can be ordered by the one-to-one morphism between them; this ordering is shown by the diagram in Fig, 1.
Mielnik requires that $L(S)$ replace $Q(S),{ }^{14}$ so that one is not concerned with questions, but with filters. Mackey's Axiom 7 (Ref. 5) and the requirement that states be represented by unit vectors in a Hilbert space together imply that $Q(S) \cong R(S) \cong F(S)$. Mielnik and Mackey are obviously in disagreement over the concept of questions vs filters. It seems reasonable, however, to place the following restriction on the "shape" of the set of states $S$ :


FIG. 1.
F. For the completion $\left(\overline{S_{M, S}}, \overline{T_{M, S}}\right.$ ) of ( $S_{M, S}, T_{M, S}$ ), $E F\left(\bar{S}_{M, S}\right) \cong L\left(\bar{S}_{M, S}\right)$. The shape of the set of states will be explored by one of the authors in a future paper. An additional axiom is also required:
G. The completion $\left(\overline{S_{M, S}}, \overline{T_{M, S}}\right)$ of $\left(S_{M, S}, T_{M, S}\right)$ is homeomorphic to a compact convex subset of a topological linear space with a locally convex Hausdorff topology.

From the Krein-Milman Theorem, $E F\left(S_{M, s}\right)$ must then be atomic, since there exist extreme points in $S$ and every extremal flat has an extreme point. Therefore, $L\left(S_{M, S}\right)$ is atomic. In the required topology, all $M$ $(\bmod S)$ equivalence classes are closed and there do not exist any proper nonempty open subsets of an equivalence class. The sequences mentioned in Axiom B therefore converge to a set of states which are all indistinguishable.
It should be noted that no reference has been made to the dimensionality of $S_{M, s}$. Mackey requires that the poset of questions be isomorphic to the lattice of subspaces of a separable, infinite-dimensional Hilbert space; however, Piron has shown that the Hilbert space $H$ can be decomposed into mutually orthogonal subspaces $\left\{H_{a}\right\}_{a \in A}$ by some superselection rule. ${ }^{27}$ The indexing set A may be continuous, as in the case of time, so that $H$ need not be separable, even if each $H_{a}$ is. For this reason, the dimensionality of $S$ hasn't been discussed.

We conclude this section with a proposed set of axioms for a quantum mechanical system.

Axiom 7.1: $x_{A}$ is a probability measure on the Borel sets of the real line $R$ for each $x \in S$ and each $A \in 0$.

Axiom 7.2: If $x_{A}(E)=x_{A}(E) \forall x \in S$ and $\forall E \in B$, then $A=A^{\prime}$.

Axiom 7.3: For any real-valued Borel function $f$ on $R$ and any $A \in 0, \exists A^{\prime} \in 0$ such that $x_{A^{\prime}}(E)=x_{A}\left(f^{-1}(E)\right) \quad x$ $\in S$ and $\forall E \in B$.

Axiom 7. 4: $\exists T:[0,1] \times S \times S \rightarrow S$ such that $(S, T)$ is a $P$-convex structure and the $p(A, \cdot, E)$ are affine maps on $S \forall A \in 0$ and $\forall E \in B$.

Axiom 7.5: There exists a topology on $S$ such that
(a) the sequence $\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle,\left\langle\lambda_{2}, x_{3},\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle\right\rangle$, $\left\langle\lambda_{3}, x_{4},\left\langle\lambda_{2}, x_{3},\left\langle\lambda_{1}, x_{2}, x_{1}\right\rangle\right\rangle\right\rangle, \ldots$ converges whenever $\lambda_{i}$ $\in[0,1]$ and $x_{i} \in S$ for $i=1,2, \ldots$; and
(b) the completion $\overline{S_{M, S}}$ of $S_{M, S}$ is homeomorphic to a compact, convex subset of a locally convex Hausdorff topological linear space.

Axiom 7. 6: For the completion ( $\overline{S_{M, S}}, \overline{T_{M, S}}$ ) of $\left.\left(S_{M, S}, T_{M, S}\right), E F\left(\overline{S_{M, S}}\right) \cong L \overline{\left(S_{M, S}\right.}\right)$.

Axiom 7. 7 If $q: E \rightarrow q_{E}$ is any question-valued measure, then there exists a filter $q$ such that $q_{\mathrm{E}}^{A}=q_{\mathrm{E}} \forall E$ $\in B$.

Axiom 7. 8: If $q$ is any filter represented by a Borel function with nonzero values, then $\exists x \in S$ such that $m_{x}(q)=1$.

## 8. CONCLUSION

As can be seen from the above results, the framework of convex prestructures gives a generalizing and unifying formalism for Mielnik's convex set and Davies' and Lewis' operational methods in quantum mechanics. Also this framework lends itself naturally to a reformulation of Mackey's axioms. The authors hope that this approach will lead to greater understanding of the mathematical formalism used in axiomatic quantum theory.
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In this paper we deal with the Lie (pseudo-) group of coordinate transformations in four dimensions. We discuss the detailed structure of the corresponding Lie algebra, especially including Theorem II, which states a limited set of structure relations that uniquely determine the structure of the algebra. Using Theorem II, we attack the problem of finding unitary representations of the pseudogroup. Finally we discuss some physical implications of these representations.

## INTRODUCTION

In this article we study the structure and representation theory of the (pseudo) group which consists of all invertible, local, analytic transformations on some neighborhood in $R^{n}$. This set is closed under the operation of composition of transformations, but is not a true group because that operation is not always defined. ${ }^{1}$ We call our (pseudo) group the complete coordinate transformation group in $n$ dimensions (abbreviated CCTGn). Sets of transformations of this general type have been discussed by Cartan, ${ }^{2}$ and more recently be Singer and Sternberg. ${ }^{1}$ For physical reasons we are primarily interested in the CCTG4. We study the commutation relations of its infinitesimal generators, proving two theorems. We then apply our second theorem to the problem of describing representations of the CCTG4.

The CCTGn belongs to a class of objects known as "infinite Lie groups" or "Lie pseudogroups". These pesudogroups bear a strong similarity to ordinary Lie groups, but there is no completely satisfactory correspondence between the Lie pseudogroup and its Lie algebra. This is because "One-parameter subgroups do not fill a neighborhood of the identity in a. . . Lie (pseudo-) group." ${ }^{3}$ The neighborhood of the identity of the "group" thus contains more information than does the algebra. However, we will deal primarily with the algebra of the CCTG4 (abbreviated ACCTG4) and will assume that in doing so we have not neglected anything of physical importance. We will find that this algebra looks just like an ordinary Lie algebra except that its dimension is infinite.

Let us now derive a Hermitian representation of the Lie pseudoalgebra of the CCTG4. There is one readymade, faithful representation-the representation on the space of functions $f\left(x^{\mu}\right), \mu=0,1,2,3$, where

$$
\begin{equation*}
x^{0}=t, \quad x^{1}=-x, \quad x^{2}=-y, \quad x^{3}=-z, \tag{1}
\end{equation*}
$$

and

$$
x_{0}=t, \quad x_{1}=x, \quad x_{2}=y, \quad x_{3}=z .
$$

We interpret $f\left(x^{\mu}\right)$ as a spatio-temporal probability amplitude (e.g., $f=\left[1 /(2 \pi)^{2}\right] \exp \left[i\left(p^{0} t+p^{1} x+p^{2} y+p^{3} z\right)\right]$ is the amplitude for a spinless particle with 4 -momentum $p^{\mu}$ ). If the functions $f$ have the transformation property

$$
\begin{equation*}
f^{\prime}\left(x^{\prime \mu}\right)=\left[J\left(x^{\prime} / x\right)\right]^{-1 / 2} f\left(x^{\mu}\right), \tag{2}
\end{equation*}
$$

where $J\left(x^{\prime} / x\right)$ is the Jacobian of the coordinate transformation from $x$ to $x^{\prime}$, then the $f\left(x^{\mu}\right)$ will indeed transform under a Hermitian representation of the algebra. Since the elements of the CCTG4 are analytic, we may write

$$
\begin{align*}
& x^{\prime \mu}=a^{\mu}+\sum_{\nu} a_{\nu}^{\mu} x^{\nu}+\sum_{\nu \gamma} a_{\nu \gamma}^{\mu} x^{\nu} x^{\gamma}+\sum_{\nu \gamma \delta} a_{\nu \gamma \gamma}^{\mu} x^{\nu} x^{\gamma} x^{\delta}+\cdots \\
& (\mu, \nu, \gamma, \delta=0,1,2,3)\left({a^{\mu}}^{\mu}, a_{\nu}^{\mu}, \text { etc. are real numbers }\right) \tag{3}
\end{align*}
$$

in some neighborhood of the origin of the pseudogroup.
If, for example, all the $a^{\prime}$ 's except the $a^{\mu}$ are zero, then the transformations are just translations, and of course the corresponding infinitesimal generators are

$$
\begin{equation*}
i \frac{\partial}{\partial x^{\nu}}=-i \partial_{\nu}=\frac{1}{\hbar} p_{\nu} \tag{4}
\end{equation*}
$$

In general, if all the $a^{\prime} \mathrm{s}$ except $a_{\gamma}{ }^{\nu_{1} \cdots \nu_{n}}$ are zero, then the corresponding infinitesimal generator is

$$
\begin{aligned}
& B_{\gamma} \nu_{1} \cdots \nu_{n}=i x^{\nu_{1}} \cdots x^{\nu} n \partial_{\gamma}+\frac{1}{2} i\left(\sum \delta^{\gamma}{ }_{\nu l} x^{\nu} \cdots \widehat{x^{\nu}} \cdots \cdots x^{\nu_{n}}\right) \\
&\left(\gamma, \nu_{1}, \ldots, \nu_{n}=\right. 0,1,2,3 ; l \text { and } n \text { are positive integers, } \\
&l \leqslant n) .
\end{aligned}
$$

Special cases are the familiar

$$
\begin{align*}
& J_{i}=\sum_{j k} \frac{1}{i} \epsilon_{i J k}\left(x_{j} \partial_{k}\right)(l, j, k=1,2,3),  \tag{6}\\
& J_{i}=(1 / \hbar) L_{i}, \\
& K_{i}=\frac{1}{i}\left(x_{0} \frac{\partial}{\partial x_{i}}+x_{i} \frac{\partial}{\partial x_{0}}\right)(i=1,2,3),  \tag{7}\\
& D^{\nu}=i\left(\sum_{\mu=0}^{3} x_{\mu} x^{\mu} \partial^{\nu}-2 \sum_{\mu 00}^{3} x^{\nu} x_{\mu} \partial^{\mu}-4 x^{\nu}\right) \quad(\nu=0,1,2,3),
\end{align*}
$$

$$
\begin{align*}
& J_{i}=\text { rotation generator },  \tag{8}\\
& K_{i}=\text { Lorentz generator }, \\
& D^{\nu}=\text { conformal generator } .
\end{align*}
$$

We also define the operators

$$
\begin{aligned}
& A_{\gamma}^{\nu_{1} \cdots \nu_{n}}=i x^{\nu} 1 \cdots x^{\nu} n \partial_{\gamma}, \\
& C_{\gamma}^{\nu_{1} \cdots \nu_{n}}=(i)^{n} p^{\gamma} \partial_{\nu_{\nu_{1}}} \cdots \partial_{p_{\nu_{n}}}+\frac{1}{2}(i)^{n}\left(\sum \delta_{l}^{\gamma} \partial_{\rho_{\nu_{1}}} \cdots \hat{\partial}_{\nu_{\nu}} \cdots \partial_{p_{\nu_{n}}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\left(\gamma, \nu_{1}, \ldots, \nu_{n}=0,1,2,3\right) . \tag{10}
\end{equation*}
$$

The $C$ 's are equivalent to the $B$ 's, but they are given in terms of conjugate momenta coordinates. The $A$ 's are non-Hermitian operators, but they satisfy the same commutation relations as the $B$ 's and C's.

Let us have a graphic look at the ACCTG4. We group the elements of the algebra as follows:

| $i \partial_{\mu}$ | 0th row |
| :--- | :--- |
| $i x^{\mu} \partial_{\nu}$ | 1st row |
| $i x^{\mu} x^{\nu} \partial_{\gamma}$ | 2nd row |
| $i x^{\mu} x^{\nu} x^{\gamma} \partial_{\epsilon}$ | 3rd row |

etc., where $\mu, \nu, \gamma, \epsilon=0,1,2,3$. When we say that an operator is in the $n$th row, we mean that it is a linear combination of operators shown explicitly as in the $n$th row above. Each row as a vector space is finite-dimensional. Note that the ACCTG4 includes as finite subalgebras the rotation group, the Lorentz group, the conformal group $[S O(4,2)]$, and also $S L(4, r)$ and $G L(4, r)$.

## FIRST THEOREM

Theorem I: The ACCTG4 has a finite generating subset of two elements. These elements are [in the faithful " $A$ " representation given by Eq. (9)]

$$
\begin{aligned}
& G_{1}=i \partial_{x}, \\
& G_{2}=i\left[x^{7}\left(x^{2} \partial_{x}\right)+x^{5}\left(x \partial_{y}\right)+x^{4}\left(y \partial_{z}\right)+x^{2}\left(z \partial_{t}\right)+\left(t \partial_{x}\right)\right] .
\end{aligned}
$$

This theorem can be generalized to the ACCTG in $n$ dimensions, with generators

$$
G_{1}=i \partial_{x_{1}}
$$

$G_{2}=i\left(x_{1}^{2 n+1} \partial_{x_{1}}+x_{1}^{2 n-2} \partial_{x_{2}}+x_{1}^{2 n-4} x_{2} \partial_{x_{3}}+x_{1}^{2 n-6} x_{3} \partial_{x_{4}}+\cdots+x_{n} \partial_{x_{1}}\right)$.
Proof of Theorem I: The most general element of the ACCTG4 is a linear combination of elements of the form

$$
\begin{aligned}
& i x_{0}{ }^{{ }_{0}} x_{1}{ }^{n_{1}} x_{2}{ }^{n_{2}} x_{3}{ }^{n_{3} \partial_{j}} \quad(j=0,1,2,3) \\
& \left(n_{j} \in Z^{+}=\text {the set of nonnegative integers }\right)
\end{aligned}
$$

Starting from $i x_{0}{ }^{\alpha} \partial_{0}\left(\alpha \in Z^{+}\right)$and commuting with

$$
\begin{array}{ll}
i x_{1} \partial_{0} & n_{1} \text { times } \\
i x_{2} \partial_{0} & n_{2} \text { times } \\
i x_{3} \partial_{0} & n_{3} \text { times }
\end{array}
$$

we generate the operator

$$
\begin{aligned}
& i(-1)^{\left(n_{1}+n_{2}+n_{3}\right)} \frac{\alpha!}{n_{0}!} x_{0}^{n_{0}} x_{1}^{n_{1}} x_{2}^{n_{2}} x_{3}^{n_{3} \partial_{0}} \\
& \text { if } n_{0}=\alpha-n_{1}-n_{2}-n_{3} \geqslant 0
\end{aligned}
$$

(Please note that $\alpha$ and the $n_{j}$ are exponents, not superscripts.) Hence given $i x_{0}^{\alpha} \partial_{0}\left(\forall \alpha \in Z^{+}\right)$and $i x_{j} \partial_{0}$ ( $j=1,2,3$ ), we can generate all the

$$
i x_{0}{ }^{n_{0}} x_{1}{ }^{n} 1 x_{2}{ }^{n_{2}} x_{3}{ }^{n_{3}} \partial_{0} .
$$

Also, given $i \partial_{0}$ and $i x_{0}^{3} \partial_{0}$ it is easy to generate all the other $i x_{0} \partial_{0}$. By similar development for $i x_{0}{ }^{n_{0}} x_{1}{ }^{n_{1}} x_{2}{ }^{n_{2}} x_{3}{ }^{n_{3}} \partial_{j}$ ( $j=1,2,3$ ), we see that the entire algebra is generated by

$$
\begin{equation*}
i \partial_{j}, i x_{j}^{3} \partial_{j}, i x_{j} \partial_{k} \quad(j, k=0,1,2,3 ; j \neq k) \tag{11}
\end{equation*}
$$

Noting the equation

$$
\begin{equation*}
i\left(i x_{j}^{3} \partial_{j}\right)=\left[i x_{j}^{2} \partial_{k}, i\left(x_{k} x_{j} \partial_{j}+x_{k}^{2} \partial_{k}\right)\right](j \neq k) \tag{12}
\end{equation*}
$$

it is readily seen that the operators (11) are generated by

$$
\partial_{x}, x \partial_{y}, y \partial_{z}, z \partial_{t}, t \partial_{x}, x^{2} \partial_{x}
$$

and these in turn are generated by repeated commutation
of $G_{1}$ with $G_{2}$, and some elementary algebraic manipulations.

## SECOND THEOREM

A bracket expression is any commutator of commutators of commutators, etc. A bracker expression of order $n$ contains $n$ (not necessarily distinct) elements of a Lie algebra; e.g.,

$$
\left[A_{1},\left[\left[A_{2},\left[A_{3}, A_{4}\right]\right], A_{5}\right],\left[A_{6}, A_{7}\right]\right]
$$

is of order 7. A proper commutator of order $n$ is an object of the form

$$
\left[A_{1},\left[A_{2},\left[A_{3},\left[\ldots,\left[A_{n-1}, A_{n}\right] \ldots\right]\right.\right.\right.
$$

where $A_{1}, \ldots, A_{n}$ are elements of a Lie algebra.
From Theorem I we know that the ACCTG4 is generated by a finite set of elements; which is to say that each element of the algebra can be given in terms of bracket expressions of the elements of the generating set. Moreover, any $n$th order bracket expression (in elements $A_{1}, \ldots, A_{n}$ ) can be shown (by repeated use of the Jacobi identity) to be a sum of $n$th order proper commutators of $A_{1}, \ldots, A_{n}$. Hence, any commutator equation

$$
\begin{equation*}
[A, B]=i C \quad A, B, C \in \mathrm{ACCTG} 4 \tag{13}
\end{equation*}
$$

can be reduced to an equation between sums of proper commutators of the members of any generating set.

Suppose we have a Lie algebra $V$ whose elements are matrix or differential operators, or both, and we wish to demonstrate that it constitutes a representation $\Gamma$ of the ACCTG4. Then we must show that the operators satisfy the same commutation relations as the elements that they are supposed to represent. Suppose that we want $a_{j}$ (where $a_{j} \in V ; j=1, m$ ) to represent the elements of a generating set. From the previous paragraph it is clear that if all the appropriate equations

$$
\begin{equation*}
\left[a_{j}, X\right]=i Y \quad(Y \in V, \forall X \in V) \tag{14}
\end{equation*}
$$

required by the structure of algebra are satisfied, then all the appropriate relations

$$
[A, B]=i C \quad(A, B, C \in V)
$$

will be satisfied, and $V$ will indeed represent the ACCTG4.

Equations (13) are the structure relations of the algebra. We have shown that they are satisfied if (14) are satisfied. Theorem II states an even more restricted set of commutation relations, which if satisfied insure that (14) and in turn (13) are satisfied. Thus, Theorem II gives a criterion which can be used to established that a set of operators is a representation of the ACCTG4.

Theorem II: Let $V$ be a Lie algebra as above, and let " $i x^{\nu}{ }^{1} \ldots x^{\nu} n \partial_{\gamma}$ " signify the element of $V$ which we want to correspond to $B_{\gamma}{ }^{\nu} 1^{\cdots \nu_{n}}$. (We use the form " $i x^{\nu_{1}} \cdots x^{\nu} n \partial_{\gamma}$ " in order to enhance the reader's insight into the formulas that follow-for computational simplicity we will also drop the ubiquitous factors of " $i$ " and use just " $\left.x^{\nu}{ }^{\nu} \cdots x^{\nu_{n}} \partial_{r} . "\right)$ Then $V$ will represent the ACCTG4 if the
following equations are satisfied:

$$
\begin{align*}
& {\left[x_{j} \partial_{k}, \partial_{l}\right]=0, \quad j \neq k, \quad k \neq l, j=l,}  \tag{15a}\\
& {\left[x_{j} \partial_{k}, x_{k} \partial_{l}\right]=x_{j} \partial_{l}, \quad j \neq k, \quad k \neq l, j \neq l,}  \tag{15b}\\
& {\left[x_{j} \partial_{k}, x_{l} \partial_{q}\right]=0, \quad j \neq l \text { or } q, \quad k \neq l,}  \tag{15c}\\
& {\left[x_{j} \partial_{k}, x^{2} \partial_{l}\right]=0, \quad j \neq k, \quad k \neq l, j \neq l,}  \tag{15d}\\
& {\left[x_{j}{ }^{m} x_{k}{ }^{n} \partial_{l}, x_{j} x_{k}{ }^{s} \partial_{q}\right]} \\
& =\delta_{l}^{j} r x_{j}^{m+r-1} x_{k}{ }^{n+s} \partial_{q}+\delta_{l}^{k} s x_{j}^{m+r} x_{k} x^{n+s-1} \partial_{q} \\
& \quad-\delta_{q}{ }^{j} m x_{j}^{m+r-1} x_{k}{ }^{n+s} \partial_{l}-\delta_{q}^{k} n x_{j}^{m+r} x_{k} x^{n+s-1} \partial_{l} \tag{15e}
\end{align*}
$$

(where $m, n, r, s \in Z^{+}$are exponents; and for (15e) $l=j$ or $k, q=j$ or $k$ ). Equations (15e) are just the structure relations of the ACCTG in two dimensions. Obviously, as a further refinement of Theorem II, (15e) can be replaced by the commutator relations involving any generating set of the ACCTG2 [cf. Eqs. (14)].

Proof of Theorem II: Our strategy in proving this theorem is to begin with (14) and eliminate equations as redundant if they can be derived from other structure relations by use of the Jacobi identity. We must not make use of properties which are specific to the form " $x^{\nu_{1}} \ldots x^{\nu_{n}} \partial_{\gamma}$ "

We begin by selecting a generating subset of the ACCTG4. We do not use $G_{1}$ and $G_{2}$ but rather

$$
\begin{equation*}
\partial_{j}, x_{j}^{2} \partial_{j}, x_{j} \partial_{k} \quad(j, k=0,1,2,3 ; j \neq k) \tag{16}
\end{equation*}
$$

We then select a set of canonical definitions of the operators $x^{\nu_{1} \cdots \nu_{n \partial_{r}}}$, in terms of (16). If a set of operators is shown to represent the ACCTG4, then in retrospect the particular choice of definitions is mute. Recalling Eq. (12) we can define $x_{j}^{3} \partial_{j}$ easily in terms of (16). We define

$$
\begin{align*}
x_{j}^{4} \partial_{j} & =\left[x_{j}^{2} \partial_{j}, x_{j}^{3} \partial_{j}\right], \\
x_{j}^{n} \partial_{j} & =\frac{1}{n-3}\left[x_{j}^{2} \partial_{j}, x_{j}^{n-1} \partial_{j}\right] \\
& =\frac{1}{(n-3)!}\left[x_{j}^{2} \partial_{j},\left[x_{j}^{2} \partial_{j},\left[\ldots\left[x_{j}^{2} \partial_{j}, x_{j}^{3} \partial_{j}\right] \ldots\right] .\right.\right. \tag{17}
\end{align*}
$$

Finally, we define

$$
\begin{align*}
& x^{n} y^{m} z^{r} t^{s} \partial_{x} \\
&=\left(\frac{(n+m+r+s)!}{n!}\right)^{-1} \\
& \times \underbrace{\left[y \partial_{x},\left[\ldots \left[y \partial_{x}\right.\right.\right.}_{m},[\underbrace{\left[z \partial_{x},\left[\ldots \left[z \partial_{x}\right.\right.\right.}_{r}, \underbrace{\left[t \partial_{x},\left[\ldots \left[t \partial_{x},\right.\right.\right.}_{s} \\
& {\left[x^{\left.\left.n+m^{+r+s} \partial_{x}\right] \ldots\right]}\right.} \tag{18}
\end{align*}
$$

and similarly for the operators $x^{n} y^{m} z^{r} t^{s} \partial_{j}(j=0,2,3)$. Our remaining arguments utilize only these definitions and the Jacobi identity.

Equations (14) in the present context consist of the commutator relations of (16) with $x^{n} y^{m} z^{r} t^{s} \partial_{j}$. We wish to reduce (14) to (15). Let us consider commutator relations involving first row operators; for example,

$$
\begin{equation*}
\left[y \partial_{x}, x^{n} y^{m} z^{r} t^{s} \partial_{x}\right] \tag{19}
\end{equation*}
$$

The value of this commutator is fixed by definition provided $n>0$. Now consider $\left[y \partial_{z}, x^{n} y^{m} z^{r} t^{s} \partial_{x}\right]$. By repeated use of the Jacobi identity we find that the value of this commutator is fixed, provided that we are given all commutators of first row elements with each other, and

$$
\begin{equation*}
\left[y \theta_{z}, x^{n+m+r+s} \partial_{x}\right]=0 \tag{20}
\end{equation*}
$$

Consider $\left[x \partial_{y}, x^{n} y^{m} z^{r} t^{s} \partial_{x}\right]$; once again using only the Jacobi identity and internal commutators of the first row, we fine that this commutator is fixed if we fix

$$
\begin{align*}
& {\left[x \partial_{x}, x^{n+m+r+s} \partial_{x}\right],} \\
& {\left[y \partial_{y}, x^{n+m+r+s} \partial_{x}\right],}  \tag{21}\\
& {\left[x \theta_{y}, x^{n+m+r+s} \partial_{x}\right] .}
\end{align*}
$$

But (21) involve just two coordinates and so are covered by ( 15 e ).
Now let us return to (20). By the definition of $x^{n+m+r+s} \partial_{x}$, we see that (20) is satisfied if

$$
\begin{align*}
& {\left[y \theta_{z}, x^{2} \partial_{x}\right]=0,} \\
& {\left[y \partial_{z}, x^{3} \partial_{x}\right]=0 .}
\end{align*}
$$

But $\left(20^{\prime}\right)$ is a special case of ( 15 d ), and using the definition of $x^{3} \partial_{x},\left(20^{\prime \prime}\right)$ can easily be reduced to several equations included in (15). Finally, consider (19) with $n=0$ :

$$
\left[y \partial_{x}, y^{m} z^{r} t^{s} \partial_{x}\right]=0
$$

Using Eqs. (15b) and (15c), we can write
$\left[y \partial_{x}, y^{m} z^{r} t^{s} \partial_{x}\right]$
$=\frac{m!}{(m+r+s)!}$


But $\left[y \partial_{x}, y^{m+r+s} \partial_{x}\right]=0$ by (15e). So ( $19^{\prime}$ ) is satisfied.
Commutators like [ $y \partial_{y}, x^{n} y^{m} z^{r} t^{s} \partial_{x}$ ] quickly reduce to applications of the cases discussed above. Thus we have shown that commutators involving elements of the first row can be reduced to (15).

In order to reduce those cases of (14) which involve commutators of zeroth row elements (viz., [ $\left.\partial_{j}, x^{n} y^{m} z^{\tau} t^{s} \partial_{k}\right]$ ), we need only the commutators involving first row elements, plus the internal commutation relations of rows zero and one, and

$$
\begin{align*}
& {\left[\partial_{j}, x_{j}^{2} \partial_{j}\right]=2 x_{j} \partial_{j},} \\
& {\left[\partial_{j}, x_{k}^{2} \partial_{j}\right]=0 \quad k \neq j .}
\end{align*}
$$

Of course (22) are special cases of (15d).
The only cases of (14) left to be considered are those involving commutators like

$$
\begin{align*}
& {\left[x^{2} \partial_{x}, x^{n} y^{m} z^{r} t^{s} \partial_{x}\right],} \\
& {\left[y^{2} \partial_{y}, x^{n} y^{m} z^{r} t^{s} \partial_{x}\right] .}
\end{align*}
$$

Using (15d) we see that $y^{2} \partial_{y}$ commutes with $z \partial_{x}$ and $t \theta_{x}$. Consequently, we need only be concerned with [ $y^{2} \partial_{y}, x^{n+r+s} y^{m} \partial_{x}$ ], which is covered by (15e). This takes care of (23') and a similar line of reasoning is used for $\left(23^{\prime \prime}\right)$. Thus the theorem is proved.

Remark: With trivial modifications, such as

$$
j, k, l, q=1,2,3, \ldots, n ; n \in Z^{+}
$$

Theorem II and its proof can be generalized to apply to the ACCTG in $n$ dimensions, $n>4$.

## REPRESENTATIONS OF THE CCTG4

Formanek, ${ }^{4}$ Havlicek, and Votruba ${ }^{5}$ studied unitary representations of Infinite Lie Groups which contain the inhomogeneous Lorentz group and $S U(n)$. But we know of no research on the unitary representations of the Coordinate Transformation Group. We will briefly describe a few of our results.

First, let us discuss the importance of unitarity. The representation (call it $\Gamma_{B}$ ) whose infinitesimal generators are given by $B_{\gamma}{ }^{\nu_{1} \cdots \nu_{n}}$, is unitary acting on the functions $f\left(x^{\mu}\right)$. We think of $f\left(x^{\mu}\right)$ as a 4-dimensional probability amplitude, and of $|f|^{2}$ as a probability density (a density of events), so that

$$
\begin{align*}
& f^{\prime}\left(x^{\prime \mu}\right)=\left[J\left(x^{\prime} / x\right)\right]^{-1 / 2} f\left(x^{\mu}\right)  \tag{2}\\
& \left|f^{\prime}\left(x^{\mu \prime}\right)\right|^{2} d^{4} x^{\prime}=\left|f\left(x^{\mu}\right)\right|^{2} d^{4} x \\
& \int\left|f^{\prime}\right|^{2} d^{4} x^{\prime}=\int|f|^{2} d^{4} x
\end{align*}
$$

We shall deal with representations which preserve (2) when acting on functions of the coordinates. Such representations are clearly unitary for the (pseudo) group and Hermitian for the algebra.

In Theorem II we have accomplished a substantial simplification of the structure of the ACCTG4. We shall now study some substructures of the algebra with the object of using Theorem II to build up representations.

Consider the one-dimensional ACCTG. Its representatives in the $C_{r}{ }^{\nu_{1} 00 \psi_{n}}$ representation (call it $\Gamma_{0}$ ) are

$$
\begin{aligned}
& p \\
& i p \partial_{p}+i / 2 \\
& p \partial_{p} \partial_{p}+\partial_{p} \\
& i p \partial_{p} \partial_{p} \partial_{p}+\frac{3}{2} i \partial_{p} \partial_{p}, \text { etc. }
\end{aligned}
$$

Let us say that $p, i p \partial_{p}+\frac{1}{2}, p \partial_{p} \partial_{p}+\partial_{p}$ represent, respectively, $M, N$, and $Q$. These three elements are isomorphic to the algebra of $S O(2,1)$. Consider the $S O(2,1)$ representations in which $M \sim p$ (we use " $\sim$ " to indicate correspondence between an element and its representative); then by satisfying the structure relations of $S O(2,1)$ we get

$$
\begin{aligned}
& M \sim p \\
& N \sim i p \partial_{p}+i / 2 \\
& Q \sim p \partial_{p} \partial_{p}+\partial_{p}+c p^{-1} ; c \text { is a real scalar. }
\end{aligned}
$$

We call this $\Gamma_{c}$. We also find that

$$
\begin{equation*}
\text { Casimir operator }=N^{2}-i M+M Q=\frac{1}{4}+c, \tag{24}
\end{equation*}
$$

so the representations $\Gamma_{c}$ are irreducible. Note that as $c \rightarrow 0$, we get back $\Gamma_{0}$, so our notation is justified.

We define $S_{n}$ as the elements of the ACCTG1 which satisfy (in the $\Gamma_{0}$ representation)

$$
\begin{align*}
S_{n} \sim & p\left(\partial_{p}\right)^{n}+(n / 2)\left(\partial_{p}\right)^{n-1}, \quad n \text { even }  \tag{25}\\
& i p\left(\partial_{p}\right)^{n}+i(n / 2)\left(\partial_{p}\right)^{n-1}, \quad n \text { odd }
\end{align*}
$$

Clearly,

$$
\begin{equation*}
S_{n}=\left[(-1)^{n} / i(n-3)\right]\left[Q, S_{n-1}\right] \tag{26}
\end{equation*}
$$

By iteration we can define all the $S_{n}$ in terms of $Q$ and $S_{3}$ :


We wish to enlarge $\Gamma_{c}$ to represent all the $S_{n}$. Using the method of Theorem II we find that the representatives need only satisfy (27) and

$$
\begin{align*}
& {\left[M, S_{3}\right]=-3 i Q} \\
& {\left[N, S_{3}\right]=-2 i S_{3}}  \tag{28}\\
& {\left[S_{n}, S_{3}\right]=(n-3) i S_{n+2}}
\end{align*}
$$

where $M, N, Q$ are given by $\Gamma_{0}$. Using these equations we can compute an expression for the representative of $S_{3}$ in the expanded representation $\Gamma_{M}$

$$
\begin{equation*}
S_{3} \sim i p\left(\partial_{p}\right)^{3}+i \frac{3}{2}\left(\partial_{p}\right)^{2}+(3 i c / p) \partial_{p}+\left(d-\frac{3}{2} i c\right) / p^{2} \tag{29}
\end{equation*}
$$

where $c$ and $d$ are now Hermitian operators on an expanded representation space. Further calculations with $c$ and $d$ are extremely difficult.

We now consider the two-dimensional ACCTG, which plays a special role in Theorem $\Pi$. Applying a treatment similar to that used for the ACCTG1, we find two classes of representatives $\Gamma_{u}$ and $\Gamma_{v}$ for zeroth and first row elements:

| $\underline{\Gamma_{0}}$ | $\frac{\Gamma_{u}}{}$ | $\underline{\Gamma_{v}}$ |
| :--- | :--- | :--- |
| $p_{1}$ | $p_{1}$ | $p_{1}$ |
| $p_{2}$ | $p_{2}$ | $p_{2}$ |
| $i p_{1} \partial_{p_{1}}+i / 2$ | $i p_{1} \partial_{p_{1}}+i / 2$ | $i p_{1} \partial_{p_{1}}+i / 2$ |
| $i p_{2} \partial_{p_{2}}+i / 2$ | $i p_{2} \partial_{p_{2}}+i \alpha \partial_{\alpha}+i$ | $i p_{2} \partial_{p_{2}}+i / 2$ |
| $i p_{1} \partial_{p_{2}}$ | $i p_{1} \partial_{p_{2}}$ | $i p_{1} \partial_{p_{2}}-\beta p_{1} / p_{2}$ |
| $i p_{2} \partial_{p_{1}}$ | $i p_{2} \partial_{p_{1}}+\frac{\alpha}{p_{1}}-\frac{p_{2}}{p_{1}}$ | $i p_{2} \partial_{p_{1}}-\beta p_{2} / p_{1}$ |
|  |  | $\times\left(i \alpha \partial_{\alpha}+i / 2\right)$ |

where $\alpha$ and $\beta$ are operators.
We have also obtained Hermitian representations of the zeroth and first rows of the ACCTG4, but have not been able to combine them with $\Gamma_{M}$.

## DISCUSSION

Theorem II gives us a method of computing representations of the infinitesimal generators of the coordinate transformations. But why are we interested in these transformations? Most of them do not even ap-
proximately conserve familiar quantum numbers like mass and spin. Recently Jackiw, Fubini, and Hanson ${ }^{6}$ have used the dilatation operator $\sum_{\mu} i x^{\mu} \partial_{\mu}$ in a quantization scheme. In their approach 'Dilatations replace time translations as dynamical equations of motion." Field operators are quantized on a surface

$$
\sum_{\mu} x_{\mu} x^{\mu}=\text { positive const }=\tau^{2}
$$

and then transformed or propagated via the dilatation operator to other surfaces with different values of $\tau^{2}$. A similar scheme may be envisioned using the conformal generators. With the use of such noninvariance transformations to propagate quantization schemes, one would like to know more about the representations of the pseudogroup of general coordinate transformations. We also believe that we can shed some light on Jackiw's observation that " 2 -dimensional models are in some way relevant to particle theory of the 4 -dimensional physical world. ${ }^{6}$ A glance at Theorem $I I$ reveals that nearly all the structure of the CCTG4 is implicit in the CCTG2. Hence, it is tempting to conclude that the essential transformation properties of spin zero particles can be encompassed in a two-dimensional theory.

We believe that the elements of the CCTG4 can be implemented physically in such a way that measurable quantities must transform under the action of these elements. For example, a device to measure spin in rec-
tangular coordinates could, in principle, be redesigned along curvilinear lines to measure a transformed "curvilinear" spin. Different representations of the CCTG4 could be distinguished on the basis of the transformation behavior that they prescribe for the spin and other "intrinsic" measurables, as is the case with the conformal group. ${ }^{7}$ Then by performing appropriate measurements it ought to be possible to determine which representation corresponds to an observed physical process.
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This note presents the following results: (1) In the weak field approximation, the tachyon apparently experiences a repulsion due to ordinary matter; (2) a tachyon turns back from a black hole after penetrating the Schwarzschild singularity; (3) in ever expanding isotropic universes the tachyon velocity becomes arbitrarily large at a finite time; (4) between tachyons themselves, there is apparently an attraction.

There have been some investigations on tachyons in general relativity. While Vaidya ${ }^{1}$ has sought to identify an axially symmetric static metric as due to a tachyon, Foster and Ray ${ }^{2}$ have considered a continuous distribution having the energy momentum tensor $T_{\mu \nu}=v_{\mu} v_{\nu} \rho$ where $v^{\mu}$ is a spacelike vector and $\rho$ is positive. Such a distribution they have called a tachyon dust distribution.

In the present note we seek to investigate the behavior of spacelike geodesics in different gravitational fields so as to obtain an insight into the nature of gravitational interaction between tachyons and ordinary matter as well as between tachyons themselves.

In the weak field approximation one obtains ${ }^{3}$

$$
\begin{equation*}
g_{i k}=-(1+2 \phi) \delta_{i k}, \quad g_{00}=1-2 \phi \tag{1}
\end{equation*}
$$

so that the geodesic equation gives

$$
\begin{equation*}
\frac{d v^{i}}{d s}+2 v^{k} v^{i} \phi_{, k}-\phi_{, i}\left[\left(\frac{d t}{d s}\right)^{2}+\left(\frac{d r}{d s}\right)^{2}\right]=0 \tag{2}
\end{equation*}
$$

For ordinary material test particles, the condition of low spatial velocities leads to the Newtonian equation with $\phi$ as the Newtonian potential, but such a condition is not realizable for tachyons and one has a basically non-Newtonian situation with velocity dependent forces.

However, for the case of simple radial motion (i.e., where the world lines are orthogonal to the 2 -spaces defined by $\phi=$ constant) one obtains

$$
\begin{align*}
\frac{d^{2} x^{i}}{d s^{2}} & =\phi_{, i}\left[\left(\frac{d t}{d s}\right)^{2}-\left(\frac{d r}{d s}\right)^{2}\right] \\
& = \pm \phi_{, i} \tag{3}
\end{align*}
$$

where the upper and lower signs hold respectively for timelike and spacelike lines and thus the tachyons apparently experience an inverse force of repulsion.

The situation seems interesting for the Schwarzschild field

$$
\begin{equation*}
d s^{2}=\left(1-2 m r^{-1}\right) d t^{2}-\left(1-2 m r^{-1}\right)^{-1} d r^{2}-r^{2} d \Omega^{2} \tag{4}
\end{equation*}
$$

and one obtains for spacelike geodesics

$$
\begin{equation*}
\left(\frac{d r}{d s}\right)^{2}=k^{2}-\left(1-2 m r^{-1}\right)\left(-1+h^{2} r^{-2}\right) \tag{5}
\end{equation*}
$$

where the constants $h$ and $k$ are defined by

$$
\begin{equation*}
h=r^{2} \frac{d \phi}{d s}, \quad k=\frac{d t}{d s}\left(1-2 m r^{-i}\right) \tag{6}
\end{equation*}
$$

Equation (5) shows that for radial motion (i.e., $h=0$ ) there exists a minimum of $r$ at $r=2 m\left(k^{2}+1\right)^{-1}$. Thus a tachyon moving radially inwards turns back after pene-
trating inside the Schwarzschild singularity. There also exist circular orbits for tachyon with $r<3 m$.

We next consider the case of the isotropic expanding universe with the line element

$$
\begin{equation*}
d s^{2}=d t^{2}-G^{2}(t) d \sigma^{2} \tag{7}
\end{equation*}
$$

The geodesic equation gives, on integration,

$$
\begin{equation*}
\left(\frac{d t}{d s}\right)^{2} \pm 1=K G^{-2} \tag{8}
\end{equation*}
$$

where $K$ is a constant and the positive or negative sign is to be used according as the geodesic is space like or time like. Thus if the model be open so that $G$ increases indefinitely, $d t / d s$ would vanish at a finite value of $G$ or in other words the velocity of the tachyons $-g_{i k}\left(d x^{i} / d t\right)\left(d x^{k} / d t\right)$ [ as measured by an observer at rest in the coordinate system of (7)] would become arbitrarily large at a finite time. It thus seems difficult to posit the existence of tachyons in open isotropic universes.

Lastly to have an idea about the interaction between the tachyons themselves, let us consider a continuous distribution similar to that of Foster and Ray ${ }^{2}$. Using the identity

$$
\begin{equation*}
\left(v_{; \nu \mu}^{\mu}-v_{; \mu \nu}^{\mu}\right) v^{\nu}=R_{\nu \alpha} v^{\nu} v^{\alpha} \tag{9}
\end{equation*}
$$

and the field equations

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=-8 \pi \rho v_{\mu} v_{\nu} \tag{10}
\end{equation*}
$$

one obtains for the simple case in which the $v^{\mu}$ congruence is hypersurface orthogonal and "shear-free, 4,"

$$
\begin{equation*}
\theta_{, \lambda} v^{\lambda}=-\frac{1}{3} \theta^{2}-\frac{4}{3} \pi \rho \tag{11}
\end{equation*}
$$

irrespective of whether $v^{\mu}$ is timelike or spacelike, $\theta$ in the above equation indicates the "expansion" $v^{\mu}{ }_{; \mu}$. We thus see that the expansion of the congruence will be a monotone decreasing function as one proceeds along the world lines (for the tachyons, these are spacelike) indicating a basically attractive interaction.
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A possible description of Regge trajectories in terms of an irreducible representation of the Lie algebra of the 11 -parameter Weyl group is proposed.

## 1. INTRODUCTION

It has been known for many years that the study of representations of Lie algebras is a tough subject, since the family of irreducible representations (irreps.) of a given Lie algebra is a priori a much richer object than the irreps. of a corresponding Lie group in a topological vector space.

For the case of the simplest complex simple Lie alge-bra-which is $s l(2)$-one can find in Ref. 1 a class of algebraically irreps. where one of the elements, the regular element $J_{3}$ of the Cartan-Weyl basis of $s l(2)$, has pure denumerable point spectrum $\Sigma$ with multiplicity one. These are the representations $D\left(u, m_{0}\right)$ with $m_{0}$ and $u \in \mathbf{C}$ ( $u$ and $-u-1$ giving equivalent reps.), $0 \leqslant \operatorname{Re} m_{0}$ $<1, m_{0} \pm u \notin \mathbf{Z}$ for which $\Sigma=\left\{m_{0}+n ; n \in \mathbf{Z}\right\}$, the reps. $u^{ \pm}$ with $u \in \mathbb{C}, 2 u \notin \mathbb{N}$, and $\Sigma=\{ \pm(n-u) ; n \in \mathbf{N}\}$, and the usual finite-dimensional reps. $D(j), 2 j \in \mathbf{N}$, where $\Sigma$ $=\{j, j-1, \ldots,-j\}$.

Miller ${ }^{1}$ and recently Arnal and Pinczon ${ }^{2}$ have shown that this class of irreps. are up to equivalence all the irreps. where a regular element has an eigenvalue. The latter, however, also found many other algebraically irreps. among which one finds reps. with a nilpotent element in the Cartan-Weyl basis having the eigenvalue 1. Among these reps. we shall use one which is especially interesting since it admits a continuous spectrum for $J_{3}$ if realized in a suitable Hilbert space. We propose here to use the irreps. of the Lie algebra $\mathscr{F}$ of the 11parameter Weyl group $W$ ( $W$ being the semidirect product of the real positives $\mathbb{R}_{+}$with the Poincare group) for a description of Regge trajectories. The spin content of these reps. will be given by those of the irreps. of the inducing Lie algebras $s u(2)$ or $s u(1,1)$ in a manner to be described below.

The Weyl group is known to be the maximal spacetime group that preserves causality globally. In contrast to the irreps. of the Weyl group $W$, which have continuous mass spectrum (with exception of the case $m=0$ ) we'll construct irreps. of $\mathscr{W}$, which for $m^{2}>0$ have discrete and for $m^{2}<0$ have continuous mass spectrum. When restricted to the Poincare subalgebra, these reps. decompose into irreps. which for $m^{2}>0$ have the spin content given by one of the irreps. of Miller, with discrete spectrum for $J_{3}$, and for $m^{2}<0$ by one of those of Arnal and Pinczon, with continuous spectrum for $J_{3}$.

For $m^{2}>0$ any such irrep. of the Poincaré subalgebra will be interpreted as a collection of particles, the spin eigenvalues of which are given by the eigenvalues of $J_{3}$. This is in accordance with a description of a collection of particles with the same mass, with spin $j$ and with representatives $\left|j, m_{j}\right\rangle\left(-j \leqslant m_{j} \leqslant j\right)$ glued together so that the space (e.g., in the semibounded case) contains only the representatives $|j, j\rangle$ for all $j \in \Sigma$ with $\Sigma$ simple.

Correspondingly, for $m^{2}<0$, the states will have continuous spin values. As an example of how such a state space could be realized one can envisage the particles carrying electric charge and magnetic moments. By applying a magnetic field to the particles and subsequent energy analysis (or application of optical pumping techniques) beams can be produced where the particle states have $m_{j}=j$ relative to a given direction. The ensuing pattern of the states in an irrep. of $\mathscr{O}$ is in accordance with the gross features of a family of Regge trajectories embraced (for $m^{2}>0$ or $m^{2}<0$ ) in one irrep. of $\mathscr{W}$, demonstrating the richness of this type of representation.

The technique for constructing the irreps. is that of Ref. 3 where an example is given of a relativistic symmetry algebra which admits of an irrep. with discrete mass spectrum. Our irrep. of $\mathscr{W}$ gives a mass spectrum linear in the mass. As an alternative to this type of irrep. of $\mathscr{F}$ one can utilize the technique of Ref. 4 [where an irrep. is given of the conformal Lie algebra $s u(2,2)$ with discrete mass spectrum linear in (mass) $\left.)^{2}\right]$ to construct irreps. of $\mathscr{W}$ with this type of mass spectrum.

Finally, we mention that a more orthodox spin spectrum (where the states have really $2 j+1$ components for every value $j$ ) can also be obtained, utilizing a 15dimensional Lie algebra which is a Wigner-Inonü contraction of the conformal Lie algebra. However, this type of example is rather arbitrary, and is not minimal for our purpose as far as its dimension is concerned.

## 2. IRREDUCIBLE REPRESENTATIONS OF $\mathscr{*}$

The Lie algebra $\mathscr{H}$ of the 11 -parameter Weyl group $W$ is defined by the Poincaré generators $P^{\mu}$ and $M^{\mu \nu}$ which together with the dilatation generator $D$ satisfy the commutation relations of the Poincare algebra and, in addition,

$$
\begin{align*}
& {\left[D, P^{\mu}\right]=P^{\mu},}  \tag{2.1}\\
& {\left[D, M^{\mu \nu}\right]=0 .} \tag{2.2}
\end{align*}
$$

Wcan be considered as a spectral unification of the Poincaré algebra with the two-dimensional solvable Lie algebra. This means that the technique of Ref. 3 is applicable for the construction of some irreps. of $\mathscr{W}$. We distinguish now among the following cases.

## A. Case $m^{2}>0$

Let $\mathscr{F}_{w}$ be the Hilbert space obtained by completing the carrier space $V_{u}$ of one of the irreps. of $s l(2)$ given by Miller with respect to the topology of $l^{2}$ defined by the algebraic basis in $V_{u}$.

Consider now a positive mass rep. of the Poincare algebra in the Hilbert space $H_{1}=L^{2}\left(\mathbf{R}^{3}, d^{3} p / 2 p_{0}\right) \hat{\otimes} \mathscr{H}_{u}$.

The corresponding generators are denoted by $P^{\prime \mu}$ and $M^{\prime \Delta \nu}$ and the generators of the Lie algebra $s u(2)$ of the inducing little group are $J_{1}, J_{2}$, and $J_{3}$ acting in $\mathfrak{H}_{u}$. Let $\partial=d / d q$ be the differential operator in $L^{2}(T, d q)$, where $T$ is the interval $[0,2 \pi a]$. The generators of $\%$ are then defined in $H=H_{1} \hat{\otimes} L^{2}(T, d q)$ by

$$
\begin{align*}
& P^{\mu}=P^{\prime \mu} \bar{\otimes} i \partial  \tag{2.3a}\\
& M^{\mu \nu}=M^{\prime \mu \nu} \bar{\otimes} \boldsymbol{1}_{q}  \tag{2.3b}\\
& D=\mathbf{1} \bar{\otimes}\left[-\frac{1}{2}(q \partial+\partial q)\right] \tag{2.3c}
\end{align*}
$$

where 1 is the identity operator on $H_{1}$ and $\mathbb{1}_{q}$ is the identity operator on $L^{2}(T, d q)$. The bar here and in the following means operator closure. We now distinguish between two subspaces $S_{\pi}$ and $S_{0}$ of $H$. $S_{T}$ is the domain in $H$ consisting of functions obtained by taking in $L^{2}\left(\mathbf{R}^{3} ; d^{3} p / 2 p_{0}\right)$ functions belonging to $\mathcal{S}\left(\mathbf{R}^{3}\right)$, in $\mathscr{F}_{u}$ functions consisting of finite sequences in $l^{2}$, and in $L^{2}(T, d q)$ functions that are $C^{\infty}$ periodic on $T . S_{0}$ is the subspace of $S_{\pi}$ obtained by taking in $L^{2}(T, d q)$ functions that are $C^{\infty}$ and vanish together with all their derivatives at $q=0$ and $q=2 \pi a$. The commutation relations of $U /$ are satisfied on $S_{0} . P^{\mu}$ and $D$ are skew-symmetric on $S_{0}$. The spectral domain for $P^{\mu}$ is, however, $S_{\eta}$ where the eigenvalues of the (mass) ${ }^{2}$ operator $-P^{2}=-P^{\prime 2} \bar{\otimes}\left(-\partial^{2}\right)$ are given by $m^{2}=m_{0}^{2} n^{2}, n=0, \pm 1, \pm 2$, etc., which gives the mass formula $m=m_{0} n$, where $m_{0}=a^{-1} m_{0}^{\prime}$ and where $m_{0}^{\prime 2}$ is the eigenvalue of $-P^{\prime 2}$. For fixed $n$, the spin content of the corresponding Poincaré algebra rep. is given by that of $\mathscr{K}_{u}$ (i.e., of $V_{u}$ ) for which we take one of the irreps. of Miller. ${ }^{1}$ Several possibilities, of which we mention two, can at this stage be envisaged.
(1) One can take the unbounded irreps. $D\left(u, m_{0}\right)$, in which case we shall interpret the absolute value of the eigenvalue of $J_{3}$ as the spin. The doubling of states will be interpreted as a parity doubling coming from the preparation of the space of states, e.g., as described in Ref. 1, by taking into account that both $|j, j\rangle$ and $|j,-j\rangle$ can equally easily be produced by changing the sign of the magnetic field. Thus the irreps. $D(u, 0)$ giving the spins $j=0,1,2$ etc. and $D\left(u, \frac{1}{2}\right)$ giving the spins $j=\frac{1}{2}$, $\frac{3}{2}$, etc. (with, e.g., $u=\frac{1}{4}$ ) are suitable for mesons and baryons, respectively.
(2) If we insist upon having semibounded irreps. (to avoid doubling) one interesting difference occurs between baryons and mesons. While for baryons the semibounded irrep. $\left(-\frac{1}{2}\right)^{+}$gives the states of spins (in our interpretation) $j=+\frac{1}{2},+\frac{3}{2}$, etc., for mesons we have either the irrep. $(-1)^{+}$with $j=1,2,3$, etc. in which the fundamental pseudoscalar octet is missing, or, if we want to include the pseudoscalar particles in one irrep., we are obliged to take the irrep. $(0-\alpha)^{+}$with $j=0+\alpha, 1+\alpha$, etc., where $\alpha \in \mathbf{C},|\alpha| \neq 0$, which, however, can be chosen as small as we want. This difference between baryons and mesons might have to do with the fact that while the baryons contain one stable particle, the proton, no meson is known to be stable. Since none of the mesons is stable the difference explained above might have to do with the yet unknown definition of the spin of an unstable particle.

The negative energy states can be interpreted as
antiparticles after applying the usual formalism of second quantization. The unfaithful rep. of the Poincaré algebra that occurs for $m=0(n=0)$ is interpreted as a type of infinitely degenerate vacuum state or as zero 4 -momentum scattering states. The above representation is what we call for Lie algebra representations topologically irreducible. This means that it is the closure in the above-defined topology of an algebraically irreducible representation in the sense of Ref. 2.

## B. Case $m^{2}<0$

For the case $m^{2}<0$ the Lie algebra of the inducing little group is $s u(1,1)$. An irrep. of this algebra, which has continuous spectrum for $J_{3}$, can be obtained from an irrep. of $s l(2)$ given by Arnal and Pinczon, ${ }^{2}$ where the nilpotent element has the eigenvalue +1 .

The $s l(2)$ Lie algebra in the Cartan-Weyl basis is defined by the commutation relations $[Y, F]=F,[Y, G]$ $=-G$, and $[F, G]=2 Y$. The Casimir invariant in this basis is given by $R=F G-Y+Y^{2}$. Following Ref. 2 an irrep. $\Pi$ of this algebra in the algebraic space $V_{u}$ spanned by the basis $\left\{f_{n}\right\}_{0}^{\text {bo }}$ with $\Pi(F) f_{0}=f_{0}$ exists such that $\Pi(Y) f_{n}=f_{n+1}, \Pi(F) f_{n}=[\Pi(Y)-1]^{n} f_{0}, \Pi(G) f_{n}$ $=[\Pi(Y)+1]^{n}\left(r f_{0}-f_{1}-f_{2}\right)$, where $\Pi(R) f_{n}=r f_{n}, r \in \mathbb{C}$. $A$ simple realization of such an irrep. in $L^{2}\left(R^{1}, d t\right)$ with $f_{0}(t)=\exp \left(-t^{2}\right)$ is given as follows with $f_{n}(t)=t^{n} \exp \left(-t^{2}\right)$ :

$$
\begin{aligned}
& \Pi(Y) f_{n}(t)=t f_{n}(t), \\
& \Pi(F)\left[t^{n} \exp \left(-t^{2}\right)\right]=(t-1)^{n} \exp \left(-t^{2}\right), \\
& \Pi(G)\left[t^{n} \exp \left(-t^{2}\right)\right]=(t+1)^{n}\left(r-t-t^{2}\right) \exp \left(-t^{2}\right) .
\end{aligned}
$$

In this realization only the operator $\Pi(Y)=J_{3}$ is formally symmetric. Other realizations [in $L^{2}(0, \infty)$ ] exist which are symmetric, but since only $J_{3}=\Pi(Y)$ has a direct physical interpretation we shall stick to the above one. The dense invariant domain on which the Lie algebra rep. of $s u(1,1)$ is defined is $\mathcal{S}\left(R^{1}\right)$ on which $J_{3}$ is essentially self-adjoint. $J_{3}$ admits the continuous spectrum $\Sigma=(-\infty, \infty)$. Of course in this case we shall start with


FIG. 1. Regge lattice with trajectories for baryons in an irreducible representation of $w$ for $m^{2}>0$.
a local imaginary mass rep. of Poincaré ( $-P^{\prime 2}<0$ ) on a space $L^{2}(\Omega) \hat{\otimes} L^{2}(\mathbf{R}, d t)$, where $\Omega$ is a one-sheeted hyperboloid and $L^{2}(\mathbb{R}, d t)$ carries a local irrep. of the Lie algebra $s u(1,1)$ of the inducing little group as indicated above. The mass-spectrum generating space in this case will be $L^{2}(\mathbb{R}, d x)$ with the invariant subdomain $\mathcal{S}\left(\mathbb{R}^{1}\right)$ so that the dense invariant subdomain $S_{0}^{\prime}$ of the total Hilbert space $H=L^{2}(\Omega) \hat{\otimes} L^{2}\left(\mathbb{R}^{1}, d t\right) \hat{\otimes} L^{2}\left(\mathbb{R}^{1}, d x\right)$ consists of functions in $H$ which for every $x$ and $t$ belong to a Gárding domain in $L^{2}(\Omega)$ and which are $C^{\infty}$ and of fast decrease in $t$ and $x$. The spectrum of $-P^{2}=-P^{\prime 2} \bar{\otimes}\left(-\partial_{x}^{2}\right)$ is continuous and consists of $(-\infty, 0)$. We thus have a topologically irrep. of $W$, which has a continuum of negative (mass) ${ }^{2}$ states with continuous spin spectrum.

The pattern for case $m^{2}>0$ is depicted in Fig. 1, which exhibits a Regge lattice with an infinite family of Regge trajectories drawn through the recurrences by respecting the $\Delta j=2$ rule coming from the signature phase factor $\tau=(-1)^{j+B / 2}$, where $B$ is the baryon number.

## C. Other possibilities

Our example presented above gives a pattern of massspin states that is compatible with Regge trajectories that are naturally linear in the mass. Other types of reps. of $\mathscr{W}$ admit other mass dependencies if the twodimensional solvable Lie algebra is represented, e.g., by means of pseudodifferential operators. Some unsolved mathematical problems in this connection hinder us yet from exhibiting their structure.

Another possibility is to consider instead of $\mathscr{W}$ the conformal Lie algebra $s u(2,2)$. An irrep. of $s u(2,2)$ that gives rise to a mass-spectrum linear in (mass) ${ }^{2}$ has been considered earlier by one of us. ${ }^{4}$ If the generators of that example, which are differential operators on an invariant domain $C_{0}^{\infty}(Q)$ (where $Q$ is a "cube" in $\mathbb{R}^{4}$ ), are supplied with spin generators of the inducing little groups, then a pattern similar to the above one for $\mathscr{\mathscr { V }}$ emerges which has a mass-spectrum linear in (mass) ${ }^{2}$ in this case. The momenta are discrete, and are to be interpreted as the momenta of the components of a system "quasibound" in the interaction region $Q$.

This construction can of course be also directly applied to $\mathscr{F}$, giving rise to irreps. of $\mathscr{\mathscr { V }}$ that have a mass-spectrum linear in (mass) ${ }^{2}$ and a spin spectrum as in cases 2A and 2B above.

Finally, we'll discuss briefly an example of a 15dimensional Lie algebra $g$ [which is a contraction of the conformal Lie algebra $s u(2,2)]$ that gives rise to irreps. with discrete mass spectrum and with a spin spectrum where the spin is the conventional one, namely giving rise to $2 j+1$ spin states for every irrep. of the Poincaré algebra in the decomposition. The structure of $g$ is given by the Lorentz generators $M^{\mu \nu}$, the two 4 -vector generators $P^{\mu}$ and $X^{\mu}$, and the dilatation operator $D$, together with the commutation relations

$$
\begin{align*}
& {\left[M^{\mu \nu}, P^{\lambda}\right]=g^{\nu \lambda} P^{\mu}-g^{\mu \lambda} P^{\nu},}  \tag{2.4a}\\
& {\left[M^{\mu \nu}, X^{\lambda}\right]=g^{\nu \lambda} X^{\mu}-g^{\mu \lambda} X^{\nu},}  \tag{2.4b}\\
& {\left[X^{\mu}, P^{\lambda}\right]=0,} \tag{2.4c}
\end{align*}
$$

$$
\begin{align*}
& {\left[X^{\mu}, X^{\nu}\right]=\left[P^{\mu}, P^{\nu}\right]=0}  \tag{2.4d}\\
& {\left[D, P^{\mu}\right]=P^{\mu}}  \tag{2.4e}\\
& {\left[D, X^{\mu}\right]=X^{\mu}}  \tag{2.4f}\\
& {\left[D, M^{\mu \nu}\right]=0} \tag{2.4~g}
\end{align*}
$$

the $M^{\mu \nu}$ s closing to the so $(3,1)$ algebra.
The 14 -dimensional subalgebra $g^{\prime}$ of $g$, generated by $M^{\mu \nu}, P^{\mu}$, and $X^{\mu}$, having the Casimir invariants $P_{\mu} P^{\mu}$, $X_{\mu} X^{\mu}$, and $P_{\mu} X^{\mu}$, can be represented irreducibly on the Gárding domain of the representation space $H_{1}$ of a unitary irrep. $U\left(\mathscr{S}^{\prime}\right)$ of the Lie group $\mathscr{E}^{\prime}$ given in Ref. 5. If we take $M^{\mu \nu}$ and $P^{\mu}$ to be the generators of the (physical) Poincare subgroup $\mathscr{F}$, the reduction of a unitary irrep. of $\mathscr{G}^{\prime}$ on the universal covering $\widetilde{\mathscr{F}}$ of $\mathscr{F}$ for $-P^{2}>0$ as in Ref, 5 gives the decompositions $\underset{i=0}{\oplus} D\left(j, m^{2}\right)$ or $\underset{\substack{\oplus}}{\infty} D\left(n+\frac{1}{2}, m^{2}\right)$, where $D\left(j, m^{2}\right)$ are the usual ${ }^{j=0}$ Wigner unitary irreps. of the Poincare group.

The Lie algebra $g$ can now be represented in the Hilbert space $H=H_{1} \hat{\otimes} L^{2}(T, d q)$, where $L^{2}(T, d q)$ is the same space as in Sec. 2A. The generators in $H$ are given by

$$
\begin{align*}
& M^{\mu \nu}=M^{\prime \mu \nu} \bar{\otimes} \mathbf{1}_{q}  \tag{2.5a}\\
& P^{\mu}=P^{\prime \mu} \bar{\otimes} i \partial,  \tag{2.5b}\\
& X^{\mu}=X^{\prime \mu} \bar{\otimes} i \partial  \tag{2.5c}\\
& D=\mathbf{1} \bar{\otimes}\left[-\frac{1}{2}(q \cdot \partial+\partial \cdot q)\right] \tag{2.5d}
\end{align*}
$$

where $M^{\prime \mu \nu}, P^{\prime \mu}$, and $X^{\prime \mu}$ are the generators of $g^{\prime}$ in $H_{1}$.
The commutation relations ( 2.4 a )-(2.4g) as well as the missing ones can be checked on the invariant dense domain $S_{0}^{\prime \prime}$ of $H$ consisting of functions that belong to the Gårding domain of $U\left(\mathscr{S}^{\prime}\right)$ in $H_{1}$ and are $C^{\infty}$ on $T=[0,2 \pi a]$ and vanish together with all their derivatives at $q=0$ and $q=2 \pi a$. The resulting rep. of $g$ is weakly Schurirreducible on $S_{0}^{\prime \prime}$. By this we mean that every bounded operator commuting with the spectral resolution of every generator on a domain where this is skew-adjoint is a multiple of the identity operator.

The mass-spectrum domain is again $S_{r}^{\prime \prime}\left(\supset S_{0}^{\prime \prime}\right)$ where the functions with respect to $q$ are simply $C^{\infty}$ periodic on $T$. The spectrum of $-P^{2}=-P^{\prime 2} \bar{\otimes}\left(-\partial^{2}\right)$ is again given by $m^{2}=n^{2} m_{0}^{2}, n=0, \pm 1, \pm 2$, etc. with $m_{0}=a^{-1} m_{0}^{\prime}$. For each value of $m$, the spin content of this irrep. of $g$ is the one indicated above.

A similar construction can be carried out for $m^{2}<0$.

## 3. DISCUSSION AND CONCLUSIONS

In our opinion one of the most interesting aspects of the above examples is that one single irrep. of $\mathscr{N} \mathrm{em}-$ braces a whole family of Regge trajectories (for $m^{2}>0$ ). The importance of this has to do with the fact that on one hand one irrep. can be considered as a quantum-mechanical elementary system and on the other hand that the structure of the pattern becomes very rigid. As can easily be seen from Fig. 1, the pattern, for $m^{2}>0$, has a lattice structure rather than giving emphasis on individual trajectories. Some hints to such a situation from
experimental observations have also been given. ${ }^{6}$ For $m^{2}<0$ there is a continuum of spin-mass states. The two regions are mutually independent (since they belong to different irreps. of $\mathscr{W}$ ), something that also occurs in potential scattering models.

The introduction of representations of Lie algebras into physics asks in principle for an extension of the present rudimentary theory of measurements in quantum mechanics. The scheme of, e.g., von Neumann is at best applicable to a situation of stationary states, and since our Lie-algebra representations are intended to describe unstable particles (except for the proton) there is certainly no problem here with the fact that, e.g., all spin generators are not simultaneously essentially self-adjoint on the domains in question. Furthermore, to avoid misunderstanding, we emphasize that the irreps. presented here (apart from the orthodox example in Sec. 2C) are on much the same footing as the spectrum generating reps. of so(4.1) relative to the H atom.

In confronting the irreps. of $\mathbb{*}$ above with the phenomenological situation as displayed, e.g., by Barger and Cline, ${ }^{7}$ the analysis of data (in lack of any theory!) seems to suggest that the trajectories are linear in (mass) ${ }^{2}$ with universal slopes, although deviations exist. Some years ago the data as well as the minds of many physicists were in favor of trajectories linear in the mass for baryons. Thus it may be too early yet to draw any definite conclusion. Anyhow, variations of the theme presented here are (as indicated in Sec. 2C) capable of producing mass dependencies of different types, e.g., linear in (mass) ${ }^{2}$.

We conclude with three suggestions:
(1) Try to study, by even more examples, the real physical meaning (observables, states, measurement theory, etc.) of Lie-algebra representations.
(2) Try to study pseudodifferential representations of Lie algebras, since, as was explained in Sec. 2C, these might have some advantages with respect to our problem.
(3) Try to find out which additional dynamical restrictions really can impose the form of the trajectories on our group theoretical Regge lattice.
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# Properties of the $\left(: \varphi^{4}:\right)_{1+1}$ interaction Hamiltonian 

Basilis Gidas*<br>Department of Physics, Harrison M. Randall Laboratory of Physics, University of Michigan, Ann Arbor,<br>Michigan 48104<br>(Received 1 November 1972)<br>Using a convergent expansion of the resolvent of the Hamiltonian $H=H_{0}+\lambda V, V=\int d x$<br>$X(x): \varphi^{4}:(x), g(x) \in C_{0}^{\infty}, g(x) \geqslant 0$, we give a simple proof of (a) the self-adjointness of the<br>Hamiltonian and (b) the volume independent lower bound of the vacuum energy per unit volume.<br>Also, we obtain some coupling constant analyticity properties of the Hamiltonian, and the limit $\left(H_{0}+\lambda \nu-z\right)^{-1} \rightarrow\left(H_{0}-z\right)^{-1}, z \in \rho\left(H_{0}\right)$ in norm as $|\lambda| \rightarrow 0$ uniformly in $\{\lambda:|\arg \lambda|<\pi\}$.

## 1. INTRODUCTION

The past few years have seen the birth of a new branch of quantum field theory whose purpose is to prove rigorously the existence of model field theories satisfying certain physical and mathematical requirements (axioms). Glimm and Jaffe ${ }^{1}$ have pushed the two space-time dimensional $\varphi^{4}$-interaction [abbreviated $\left.\left(: \varphi^{4}:\right)_{1+1}\right]$ to almost a theory which is known to satisfy all the Haag-Kastler axioms and many of the Wightman axioms. A basic step in the construction of the field theory is to prove the boundedness below and the selfadjointness of the Hamiltonian operator

$$
\begin{align*}
H(\lambda) & =H_{0}+\lambda V(g) \\
& =H_{0}+\lambda \int d x g(x): \varphi^{4}:(x) \tag{1.1}
\end{align*}
$$

where $H_{0}$ is the free Hamiltonian, $\lambda$ the coupling constant, and $g(x) \in C_{0}^{\infty}(R)$ is real value. The first proof of the semiboundedness in a finite volume with periodic boundary conditions was given in the pioneer work of Nelson. ${ }^{2}$ His method was extended by Glimm ${ }^{3}$ who replaced the periodic box by a fixed $g($.$) space cut-off.$ Later, Glimm and Jaffe ${ }^{4}$ obtained a lower bound of the Hamiltonian proportional to the volume (i.e., a volume independent bound of the vacuum energy per unit volume). The first proof of the self-adjointness of the Hamiltonian (1.1) was given by Glimm and Jaffe. ${ }^{5}$ Segal ${ }^{6}$ simplified the proof of self-adjointness and developed powerful techniques which were elaborated further and systematized by Simon and Hoegh-Krohn. ${ }^{7}$ Recently, Federbush ${ }^{8}$ considered a convergent expansion of the resolvent for the Hamiltonian (1.1) and obtained easily the semiboundedness of the Hamiltonian.

On the other hand, there has been another trend in the rigorous study of model field theories. The second trend involves the study of coupling constant analyticity of various objects associated with the theory. It also, examines the asymptoticity of the perturbation series of quantities such as the ground state, the ground state energy, and equal time vacuum expectation values. Often, the exact objects can be recovered from the asymptotic series by proper summability methods such as Padé ${ }^{12,13}$ or Borel. ${ }^{14,15}$

In this paper we use Federbush's expansion of the resolvent to give a simple proof of the self-adjointness of the Hamiltonian, and of the volume independent lower bound of the vacuum energy per unit volume. Also, we study the Hamiltonian (1.1) for complex values of the coupling constant $\lambda$. We prove that Federbush's expansion of the resolvent is uniformly convergent for $\lambda$ in $\{\lambda:|\arg \lambda|<\pi\}$. This yields full cut plane analyticity of
the resolvent, and analyticity of the ground state energy and vacuum vector in a neighborhood of the positive real axis. In addition, it implies that if $z \in \rho\left(H_{0}\right), \rho\left(H_{0}\right)$ the resolvent set of $H_{0}$, then

$$
\begin{equation*}
\left(H_{0}+\lambda V(g)-Z^{-1} \rightarrow\left(H_{0}-z\right)^{-1}\right. \tag{1.2}
\end{equation*}
$$

in norm as $|\lambda| \rightarrow 0$ uniformly in $|\arg \lambda|<\pi$. (1.2) is important in the study of the asymptotic nature and the Borel summability of the Rayleigh-Schrödinger perturbation series for the ground state and the ground state energy. A corollary of ( 1.2 is the uniqueness of the ground state for small values of the coupling constant (the uniqueness of the ground state for any values of the coupling constant is a more difficult problem ${ }^{4,7}$ ). In a forthcoming paper, ${ }^{16}$ using the methods of this paper, we give a simple proof of the self-adjointness of a local Lorentz generator formally given by

$$
\begin{align*}
M & =M_{0}+M_{1}(g) \\
& =\frac{1}{2} \int:\left\{\pi^{2}(x)+\nabla \varphi(x)^{2}+\mu_{0}^{2} \varphi^{2}(x)\right\}: x d x+V(x g) \tag{1.3}
\end{align*}
$$

The organization of this paper is as follows: In Sec. II, we summarize the most important ingredients of Federbush's expansion and prove the self-adjointness of the Hamiltonian. In Sec. III, we prove the volume independent lower bound of the vacuum energy per unit volume, and in Sec. IV, we prove the uniform convergence of Federbush's expansion for values of the coupling constant in a certain complex domain.

## 2. A CONVERGENT EXPANSION FOR THE RESOLVENT AND SELF-ADJOINTNESS OF THE HAMILTONIAN

In this section we summarize the main points of Federbush's paper ${ }^{8}$ and prove the self-adjointness of the Hamiltonian. Following Ref. 8, we consider

$$
\begin{equation*}
H_{\kappa}=H_{0}+V_{\kappa}(g)=H_{0}+\lambda \int d x g(x): \varphi_{\kappa}^{4}:(x) \tag{2.1}
\end{equation*}
$$

where $g \in C_{0}^{\infty}(R), 0 \leqslant g(x) \leqslant 1, H_{0}$ is the free Hamiltonian, and $\varphi_{\kappa}$ is the boson field with a momentum cut-off $\kappa$. Let $P_{i}$ be the projection operator onto states with number of particles in the interval $\left(2^{i}, 2^{i+2}\right), i=-1,0,1,2, \ldots$, and $P_{e}$ and $P_{d}$ the projection operators onto states with number of particles in the ranges

$$
\begin{align*}
& \bigcup_{i=\text { even }}\left(2^{i}-4 \leqslant N \leqslant 2^{i}+4\right)  \tag{2.2a}\\
& \bigcup_{i=\text { odd }}\left(2^{i}-4 \leqslant N \leqslant 2^{i}+4\right) \tag{2.2b}
\end{align*}
$$

respectively. We define

$$
\begin{align*}
& H_{i}=p_{i} H_{\kappa} P_{i}=P_{i} H_{0} P_{i}+P_{i} V_{\kappa} P_{i}=H_{0, i}+V_{\kappa, i}  \tag{2.3}\\
& H_{e}=\sum_{i=\mathrm{even}} H_{i}=H_{0}+\sum_{i=\mathrm{even}} V_{\kappa, i} \tag{2.4}
\end{align*}
$$

$$
\begin{align*}
& H_{d}=\sum_{i=\text { odd }} H_{i}=H_{0}+\sum_{i=o d d} V_{\kappa, i},  \tag{2.5}\\
& W_{e}=V_{\kappa}-\sum_{i=\text { oven }} V_{\kappa, i},  \tag{2.6}\\
& W_{d}=V_{\kappa}-\sum_{i=\text { odd }} V_{\kappa, i} . \tag{2.7}
\end{align*}
$$

Then

$$
\begin{equation*}
H=H_{e}+W_{e}=H_{d}+W_{d} . \tag{2.8}
\end{equation*}
$$

Federbush considers the expansion

$$
\begin{align*}
R_{\kappa}\left(b ; H_{\kappa}\right)= & R_{\kappa}\left(b ; H_{e}\right) \\
& -R_{\kappa}\left(b ; H_{d}\right) W_{e} R_{\kappa}\left(b ; H_{e}\right) \\
& +R_{\kappa}\left(b ; H_{e}\right) W_{d} R_{\kappa}\left(b ; H_{d}\right) W_{e} R_{\kappa}\left(b ; H_{e}\right) \\
& -\ldots,,  \tag{2.9a}\\
= & R_{\kappa}\left(b ; H_{e}\right) \\
& -R_{\kappa}\left(b ; H_{d}\right) P_{e} W_{e} P_{e} R_{\kappa}\left(b ; H_{e}\right) \\
& +R_{\kappa}\left(b ; H_{e}\right) P_{d} W_{d} P_{d} R_{\kappa}\left(b ; H_{d}\right) P_{e} W_{e} P_{e} R_{\kappa}\left(b ; H_{e}\right) \\
& -\ldots, \tag{2.9b}
\end{align*}
$$

where $b$ is a large positive number, and $R(Z)=(Z+A)^{-1}$ denotes the resolvent of operator $A$. The results of Ref. 8 can be summarized in Theorem (2.1).

Theorem 2.1: There exists a finite constant $\alpha$, independent of $\kappa$, such that for $b>\alpha$, expansion (2.9) converges in the uniform operator topology and is continuous in $\kappa$ for $0 \leqslant \kappa \leqslant+\infty . R_{\infty}(b)$ is the resolvent of an operator $H=H_{\infty}(g)$ such that $H>-\alpha$.

The basic estimates which yield theorem (2.1) are
Estimate 1:

$$
\begin{equation*}
H_{i} \geqslant 2^{i-1} P_{i} \text {, for large } i \text {; } \tag{2.10}
\end{equation*}
$$

Estimate 2:

$$
\begin{equation*}
\left\|P_{e} P_{i} R\left(b ; H_{i}\right) P_{d}\right\| \leqslant c_{1} \exp \left(-c_{2} 2^{i / 2}\right) \tag{2.11}
\end{equation*}
$$

for large $i$, and for some $c_{1}, c_{2}>0$.
To obtain Estimate 1, we choose an increasing sequence of momentum cut-offs and write

$$
\begin{equation*}
H_{i}=P_{i} H_{0} P_{i}+P_{i} V_{\kappa} P_{i}+P_{i}\left(V_{\kappa}-V_{\kappa_{i}}\right) P_{i} . \tag{2.12}
\end{equation*}
$$

Clearly, one has

$$
\begin{equation*}
P_{i} H_{0} P_{i} \geqslant m 2^{i} P_{i} \tag{2.13}
\end{equation*}
$$

By undoing the Wick ordering of $V_{\kappa_{i}}$, we obtain the momentum cut-off dependent bound

$$
\begin{equation*}
V_{\kappa_{i}} \geqslant-\operatorname{const}\left(\ln \kappa_{i}\right)^{2} . \tag{2.14}
\end{equation*}
$$

By a standard $N_{\tau}$ estimate ${ }^{1,3}$

$$
\begin{equation*}
\left\|(N+I)^{-1}\left(V_{\kappa}-V_{\kappa_{i}}\right)(N+I)^{-1}\right\| \leqslant 0\left(\kappa_{i}^{-1 / 2}\right) . \tag{2.15}
\end{equation*}
$$

Estimate 1 is obtained from (2.13-2.15) by choosing

$$
\kappa_{i}=\exp \left[(M / C)^{1 / 2} 2^{(i-1) / 2}\right]
$$

where $c$ is the constant in (2.13).
The proof of Estimate 2 is based on the following theorem:

Theorem 2.2: Let $A$ be a positive self-adjoint operator of norm less or equal to $M$, and $|\alpha\rangle$ and $|\beta\rangle$ two
vectors of unit length. Suppose

$$
\begin{equation*}
\langle\alpha| A^{k}|\beta\rangle=0, \text { for } 0 \leqslant k \leqslant N . \tag{2.16}
\end{equation*}
$$

Then, for any $\mu>0$ a real number,

$$
\begin{equation*}
|\langle\alpha| R(+\mu ; A)| \beta\rangle \left\lvert\, \leqslant \frac{4}{\mu \sqrt{2 \mu / M}}(1+\sqrt{2 \mu / M})^{-N} .\right. \tag{2.17}
\end{equation*}
$$

Federbush applies Theorem 2.2 to the operator $A_{i}=b+P_{i}\left(N+V_{\kappa}(g)\right) P_{i}-2^{i-1}$ which satisfies

$$
\begin{align*}
& A_{i} \geqslant 0  \tag{2.18}\\
& \left\|b+P_{i}\left(N+V_{k}(g)\right) P_{i}\right\| \leqslant d 2^{2 i} . \tag{2.19}
\end{align*}
$$

Estimate 2 is obtained by using $N \leqslant$ const $H_{0}$, and choosing $\left|\alpha_{i}\right\rangle=P_{i} P_{d}|\alpha\rangle,|\beta\rangle=P_{i} P_{e}|b\rangle$ ( $|a\rangle$ and $|b\rangle$ normalized vectors), $\mu_{i}=2^{i-1}, M_{i}=d 2^{2 i}$, and $N_{i}<\left[\left(2^{i+1}-4\right)\right.$
$\left.-\left(2^{i}+4\right)\right] / 4$, and $i$ large enough.
Our main result in this section is Theorem 2.3.
Theorem 2.3: The operator $H$ defined in Theorem 2.1 is self-adjoint. The proof of Theorem 2.3 follows from the following two lemmas.

Lemma 2.4: Let $\epsilon>0$ be sufficiently small. Then there exists a constant $c(\epsilon)$ such that

$$
\begin{align*}
& \left\|R\left(b ; H_{e}\right)\right\|,\left\|R\left(b ; H_{d}\right)\right\| \leqslant 1 / b,  \tag{2.20}\\
& \left\|W_{e} P_{d} R\left(b ; H_{d}\right) P_{e}\right\|,\left\|W_{e} P_{e} R\left(b ; H_{e}\right) P_{d}\right\|<\frac{1}{2},  \tag{2.21}\\
& \left\|R\left(b ; H_{d}\right) W_{e} R\left(b ; H_{e}\right)\right\| \leqslant c(\epsilon) / b^{1+\epsilon},  \tag{2.22}\\
& \left\|W_{d} R\left(b ; H_{d}\right) W_{e} R\left(b ; H_{e}\right)\right\| \leqslant c(\epsilon) / b^{+1+\epsilon} . \tag{2.23}
\end{align*}
$$

Proof: Inequality (2.20) is easily obtained from Estimate 1 . Let $|a\rangle$ and $|b\rangle$ be two normalized states in the Fock space. Then, to obtain Estimate (2.21), we consider
$\left\langle a \mid W_{d} P_{d} R\left(b ; H_{d}\right) P_{e}+b\right\rangle$

$$
=\sum_{t=o d d}\left\langle a \mid W_{d} P_{d} R\left(b ; H_{d}\right) P_{e} P_{i}+b\right\rangle
$$

$$
=\sum_{i=\mathrm{oda}}\langle a| W_{d} P_{d} R\left(b ; H_{i}\right) P_{e}|b\rangle
$$

$$
=\sum_{i=0 \mathrm{dd}}\langle a|\left(I-P_{i}\right) V_{K} P_{i} P_{d} P_{i} R\left(b ; H_{i}\right) P_{e}|b\rangle,
$$

$$
\begin{equation*}
\leqslant \sum_{i=\mathrm{odd}} c_{1} 2^{2 i} \exp \left(-c_{2} 2^{i / 2}\right)<\frac{1}{2} . \tag{2.24}
\end{equation*}
$$

In the last step above we have used Estimate 2 and a standard $N_{t}$ estimate. Similar arguments establish inequalities (2.22) and (2.23).

Remark: Estimates (2.20) through (2.23), without the $b$-independence of the bounds, were also used in Ref. 8.

Lemma 2.5: For $b$ large enough, the series (2.9) converges in the uniform operator topology to an operator $R_{k}(b)$ which is a continuous in $\kappa$ pseudoresolvent and satisfies

$$
\begin{align*}
& \text { norm }-\lim _{b \rightarrow+\infty} b R_{\kappa}(b)=I,  \tag{2.25}\\
& R_{\kappa}(b): \mathscr{H} \rightarrow \mathcal{H} \text { is injective }, \tag{2.26}
\end{align*}
$$

where $\mathscr{H}$ is the Fock-Hilbert space.
Proof: Estimates (2.20)-(2.23) imply that the $n$th term in the expansion (2.9) is bounded by $c(\epsilon)^{n} b^{-1-n \epsilon}$. Therefore, the series (2.9) converges, in the uniform operator topology, for $b>(\epsilon)^{1 / \epsilon}$, for $0 \leqslant \kappa \leqslant+\infty$. The continuity in $\kappa$ is obtained from the uniform in $\kappa$ esti-
 order term yields

$$
\begin{align*}
& \lim _{b \rightarrow+\infty} b\left\{\left\|R\left(b ; H_{e}\right)\right\|+\left\|R\left(b ; H_{d}\right) W_{e} R\left(b ; H_{e}\right)\right\|+\cdots\right\} \\
& \quad=\lim _{b \rightarrow+\infty} b \| R\left(b ; H_{e} \|+\lim _{b \rightarrow+\infty} b\left\{\left\|R\left(b ; H_{d}\right) W_{e} R\left(b ; H_{e}\right)\right\|+\cdots\right\}\right. \tag{2.27}
\end{align*}
$$

The second term above goes to zero as $b \rightarrow+\infty$ while the first term goes to one. It is easily shown that $R_{k}(b)$ is a pseudoresolvent, and satisfies (2.26).

Proof of Theorem 2.3 and of Theorem 2.1: Let $\mathscr{N}(b)$ be the null space of $R_{\infty}(b)$, i.e.,

$$
\begin{equation*}
\mathcal{N}(b)=\left\{\Phi \in \mathscr{H}: R_{\infty}(b) \Phi=0\right\} \tag{2.28}
\end{equation*}
$$

Since $R_{\infty}(b)$ is a pseudoresolvent, $\mathscr{A}(b)$ is independent of $b$, and, by $(2.25), \operatorname{cr}(b)=\{0\}$. We define

$$
\begin{equation*}
H(b)=-b+R_{\infty}(b)^{-1} \tag{2.29}
\end{equation*}
$$

and domain

$$
\begin{equation*}
D(H(b))=R_{\infty}(b) \mathfrak{H} \tag{2.30}
\end{equation*}
$$

Let $\Phi \in \mathcal{H}$ be orthogonal to $R_{\infty}(b) \mathcal{H}$. Then,

$$
\begin{equation*}
\left(\Phi, R_{\infty}(b) \Psi\right)=\left(R_{\infty}(b) \Phi, \Psi\right) \tag{2.31}
\end{equation*}
$$

for all $\Psi \in \mathscr{H}$. Since $\mathscr{N}(b)=\{0\}$, we get $\Phi=0$, and, therefore, $D(H(b))$ is dense in $\mathcal{H}$. The pseudoresolvent property of $R_{\infty}(b)$ implies that $D(H(b))$ is independent of $b$. Therefore, for large $b, H=H(b)$ is bounded below and independent of $b$. The self-adjointness of this operator follows from the following lemma. ${ }^{17}$

Lemma 2.6: If $T$ is an operator on the Hilbert space $\mathfrak{H}$, and if $T^{-1}$ exists and has dense domain, then $\left(T^{*}\right)^{-1}$ $=\left(T^{-1}\right)^{*}$.

## 3. VACUUM ENERGY PER UNIT VOLUME

The Hamiltonian $H(g)=H_{0}+V(g)$ has a unique ground state $\Omega(g)$ with eigenvalue $E(g)$. According to the perturbation theory, $E(g)$ is proportional to the volume of space in which the particles interact in each order of the Rayleigh-Schrödinger ( $\equiv$ Feynman!) perturbation series. However, the perturbation expansion for $E(g)$ diverges. ${ }^{18}$ Thus, we cannot conclude from perturbation theory that $E(g)$ is proportional to the volume. In this section we prove rigorously that the prediction of the perturbation theory is correct. Our main tool in the proof is the localization indices introduced by Glimm and Jaffe in a similar context. ${ }^{19}$ We consider the Hamiltonian $H(g)=N$ $+V(g)$.

Theorem 3. $d$ : Let $g(x) \in C_{0}^{\infty}(R)$ have the following properties:
(i) $0 \leqslant g(x) \leqslant 1$;
(ii) for some constant $\alpha>0$,

$$
\begin{equation*}
\left|\frac{d g(x)}{d x}\right| \leqslant \alpha \tag{3.2}
\end{equation*}
$$

Set $m(g)=$ measure (supp. $g$ ). There exist constants $a$ $>0$ and $c>0$, independent of $g$, such that

$$
\begin{equation*}
0 \leqslant c(H(g)+a m(g)) \tag{3.3}
\end{equation*}
$$

Remark 1: Inequality (3.3) implies that there exists $c_{1}>0$ independent of $g$, such that

$$
\begin{equation*}
-c_{1} m(g) \leqslant E(g) \leqslant 0 \tag{3.4}
\end{equation*}
$$

that $E(g) \leqslant 0$ is trivial.
Remark 2: Estimate (3.4) is the main technical step in proving the locally Fock property ${ }^{19}$ of the representation (of the algebra of local observables) associated with the Hilbert space of the physical states obtained in the limit $g \rightarrow 1$.

Proof of Theorem 3.1: Let $\eta(x) \in C_{0}^{\infty}(R), 0 \leqslant \eta(x) \leqslant 1$, be such that the translates

$$
\begin{equation*}
\eta_{j}(x)=\eta(x-j), \quad j \in Z \tag{3.5}
\end{equation*}
$$

define a partition of unity:

$$
\begin{equation*}
\sum_{j \in z} \eta_{j}(x)=1 \text { for all } X \in R \tag{3.6}
\end{equation*}
$$

Let $I(g)=\left\{j \in Z: \operatorname{supp} g \cap \operatorname{supp} \eta_{j}(x) \neq\right\}$ and $|I(g)|$ denote the number of elements in $I(g)$. We decompose $g$ and $V(g)$ into a sum of local parts

$$
\begin{align*}
g= & \sum_{j \in I(g)} \eta_{j} g,  \tag{3.7}\\
V(g) & =\sum_{j \in I(g)} V\left(\eta_{j} g\right),  \tag{3.8a}\\
& =\sum_{j \in I(g)} \int d k_{1} \cdots d k_{4} \sum_{\alpha=0}^{4}\binom{4}{\alpha} \hat{b}_{i}\left(k_{1} \cdots k_{4}\right) a_{k_{1}}^{*} \cdots a_{k_{\alpha}}^{*} \\
& \times a_{-k_{\alpha+1}} \cdots a_{-k_{\alpha}} \tag{3.8b}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{b}_{j}\left(k_{1} \cdots k_{4}\right)=\left[1 /(2(2 \pi))^{2}\right] \widehat{\left(\eta_{j} g\right)}\left(k_{1}+\cdots+k_{4}\right) \prod_{l=1}^{4} \mu_{k_{t}}^{-1 / 2} \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\mu_{k_{l}}^{2}=k_{l}^{2}+\mu_{0}^{2} \tag{3.10}
\end{equation*}
$$

Instead of using $g$, we use a simplified space cutoff $g_{n}$ defined by

$$
\begin{equation*}
g_{n}(x)=\sum_{|j| \leqslant n} \eta_{j}(x), \quad n \in Z^{+} \tag{3.11}
\end{equation*}
$$

Instead of (3.3), we will prove

$$
\begin{equation*}
0 \leqslant H\left(g_{n}\right)+0(n)=N+V\left(g_{n}\right)+0(1) \tag{3.12}
\end{equation*}
$$

We prove (3.12) for each translate separately, i.e., we prove

$$
\begin{equation*}
0 \leqslant N_{1 o c}+V\left(\eta_{f}\right)+0(1) \tag{3.13}
\end{equation*}
$$

$N_{1 o c}$ is a local number operator to be defined below, and then summing over all translates we obtain (3.12) and hence (3.3). To prove (3.13) we introduce localization indices in configuration space (localization indices in momentum space ${ }^{4}$ could be used as well). First, we introduce local $N_{\tau}$ operators.

Let $\mu_{k}=\left(k^{2}+\mu_{0}^{2}\right)^{1 / 2}$ denote the one particle energy. Let $a_{k}^{*}$ and $a_{k}$ be creation and annihilation operators in momentum space, and $A^{\#}(x)=(2 \pi)^{-1 / 2} \int d k e^{ \pm i k x} A_{k}^{\#}$ annihi lation and creation operators in configuration space. If $\mu_{k}^{\top} \in O_{m}(R), 0 \leqslant \tau \leqslant 1$, is considered as a multiplication operator on $S\left(R^{1}\right)$, then the configuration space operation $\mu_{x}^{\tau}$ corresponding to $\mu_{k}^{\tau}$ is convolution by a kernel. $k_{\tau}(x) \in O_{m}^{\prime}(R)$ (for notation see Ref. 20). $k_{\tau}($.) decreases
exponentially at infinity. Explicitly, ${ }^{21}$

$$
\begin{align*}
k_{\tau}(x) & =\frac{2^{\tau / 2+1}}{\Gamma(-\tau / 2)}\left(\frac{\mu_{0}}{|x|}\right)^{\tau+1 / 2} \int_{0}^{\infty} \exp \left(-\mu_{0}|x| \cosh t\right) \\
& \times \cosh t\left(\frac{1+\tau}{2}\right) d t \tag{3.14}
\end{align*}
$$

For $\tau \geqslant-1$

$$
\begin{align*}
\left|\frac{d^{n}}{d x^{n}} k_{\tau}(x)\right| \leqslant O\left[\exp \left(-\mu_{0}|x|\right)\right], & \text { as }|x| \rightarrow+\infty \\
& n=0,1,2, \cdots \tag{3.15}
\end{align*}
$$

For $\tau<-1$, (3.15) holds if $\mu_{0}$ is replaced by $\mu_{0}-\epsilon$, for any $\epsilon>0$. For $\delta>0$

$$
\begin{equation*}
\left|k_{\tau}(x)\right| \leqslant C(\delta)|x|^{-1-6} \text { for all } x \tag{3.16}
\end{equation*}
$$

For $\zeta \in O_{M}(R)$, nonnegative real, we define the local number operator

$$
\begin{align*}
N_{\tau, \ell} & =\int d x d y A^{*}(x) \zeta(x) k_{\top}(x-y) \zeta(y) A(y)  \tag{3.17a}\\
& =\int d k_{1} d k_{2} a_{k_{1}}^{*}\left(\int d k \hat{\zeta}\left(k_{1}-k\right) \mu_{k}^{\top} \hat{\zeta}\left(k-k_{2}\right)\right) a_{k_{2}} \tag{3.17b}
\end{align*}
$$

Strictly speaking, $N_{\tau, \zeta}$ is the Friedrichs extension of the positive operator defined by the right hand side of (3.17) on $D_{0}$, the set of vectors in Fock space with a finite number of particles and wavefunctions in $\zeta$. If $\tau=1$, then $N_{1, \xi}$ provides a local energy operator $H_{0}^{l o c}$. For $0 \leqslant \tau<\frac{1}{4}$, one can replace $\zeta$ by the characteristic function $E_{B}(x)$ of an interval $B$, to obtain a sharply localized operator $N_{\tau, B} . N_{\text {loc }}$ in (3.13) is of this type. Using techniques of Fourier analysis, Glimm and Jaffe ${ }^{19}$ proved that

$$
\begin{equation*}
E_{B}(x) \mu_{x}^{\top} E_{B}(x) \leqslant \operatorname{const} \zeta(x) \mu_{x}^{2 \tau+\epsilon} \zeta(x) \tag{3.18}
\end{equation*}
$$

if $\tau<\frac{1}{2}$, and if $\zeta(x) \equiv 1$ on a neighborhood of $B^{-}$. Furthermore, if $\zeta_{j}(x)=\zeta(x-j)$, then

$$
\begin{equation*}
\sum_{j \in z} \zeta_{j}(x) \mu_{x}^{\tau} \zeta_{j}(x) \leqslant \operatorname{const} \mu_{x}^{\tau} \tag{3.19}
\end{equation*}
$$

These inequalities on the single particle space sym $L_{2}(R)$ lead to the estimate

$$
\begin{equation*}
\sum_{j \in Z} N_{\tau, B+j} \leqslant \operatorname{const} N_{\tau} \leqslant \operatorname{const} H_{0} \tag{3.20}
\end{equation*}
$$

of the sum of local number operators by (global) $N_{\tau}$ operators. Estimate ( 3.20 ) holds as an inequality between positive self-adjoint operators in Fock space. It shows that in order to prove (3.12) [or (3.3)] it is enough to prove (3.13), or equivalently

$$
\begin{equation*}
0 \leqslant N_{\mathrm{loc}}+H_{I}(g)+O(1) \tag{3.21}
\end{equation*}
$$

where $N_{\text {loc }}$ is a localized number operator, and $g$ is supported in a fixed interval $B$.

We prove (3.21) by the method of Sec. II. Our discussion in that section shows that we only need to prove (2.15), i.e.,

$$
\begin{equation*}
\left\|\left(N_{1 o c}+I\right)^{-1}\left(V_{k}-V_{k i}\right)\left(N_{1 o c}+I\right)^{-1}\right\| \leqslant O\left(\kappa_{i}^{-1 / 2}\right) \tag{3.22}
\end{equation*}
$$

Of course, one has to check also (2.25), but this is not hard. To prove (3.22), we note that $V_{\kappa_{i}}^{\prime}=V_{\kappa}-V_{\kappa_{i}}$ is a sum of five monomials in creation and annihilation

$$
\begin{align*}
& \text { operators } \\
& \begin{aligned}
V_{\kappa_{i}}^{\prime}(g)= & \int d k_{1} \cdots d k_{4} \hat{b}_{\kappa_{i}}^{\prime}\left(k_{i} \cdots k_{4}\right) \sum_{\alpha=0}^{4} \alpha a_{k_{1}}^{*} \cdots a_{k_{\alpha}}^{*} \\
& \times a_{-k_{\alpha+1}} \cdots a_{-k_{4}} \\
= & \int d x_{1} \cdots d x_{4} b_{\kappa_{i}}^{\prime}\left(x_{i} \cdots x_{4}\right) \sum_{\alpha=0}^{4}{ }_{\alpha}^{4} A^{*}\left(x_{1}\right) \cdots A^{*}\left(x_{\alpha}\right) \\
& A\left(-x_{\alpha+1}\right) \cdots A\left(-x_{4}\right)
\end{aligned}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{b}_{\kappa_{i}}^{\prime} \cdot\left(k_{1}, \ldots, k_{4}\right)=\hat{b}_{\kappa}\left(k_{1} \cdots k_{4}\right)-\hat{b}_{\kappa_{i}}\left(k_{1} \cdots k_{4}\right) \tag{3.25}
\end{equation*}
$$

and $b_{\kappa_{i}}^{\prime}\left(x_{1}, \ldots, x_{4}\right)$ is the Fourier transform of $\hat{b}_{\kappa_{i}}^{\prime}\left(k_{1}, \ldots, k_{4}\right)$.

Without loss of generality, we consider the case where $B$ is an open interval whose closure is contained in $(0,1)$. Let

$$
\begin{equation*}
X_{j}=(j, j+1) \tag{3.26}
\end{equation*}
$$

and $N_{X}$ the corresponding local number operators, $j=0$, $\pm 1, \pm 2, \ldots$, which are commuting self-adjoint operators. We define $N_{\text {toc }}$ by

$$
\begin{equation*}
N_{1 o c}=\sum_{j=-\infty}^{+\infty} N_{X_{j}} \exp \left[-\mu_{0}(|j| / 2)\right] \tag{3.27}
\end{equation*}
$$

and localize the operator $V_{\kappa_{i}}^{\prime}(g)$ as follows. Define
$b_{k_{j}}^{\prime} j_{1} \cdots j_{4}\left(x_{1}, \ldots, x_{4}\right)=b_{\kappa_{i}}^{\prime}\left(x_{1} \cdots x_{4}\right) \prod_{i=1}^{4} E_{j_{l}}\left(x_{i}\right)$,
where $E_{j_{l}}(x)$ is the characteristic function of $X_{j}$. Equation (3.28) localizes each coordinate $X_{l}$ in the interval $X_{j}$. Using (3.28) we will prove that $b_{k_{j}}^{\prime}\left(x_{1}, \ldots, x_{4}\right)$ is exponentially small at infinity in each of the variables $X_{l}$. We prove

Lemma $3.1: b_{k i}^{\prime} ; j_{1} \ldots j_{4}\left(x_{1}, \ldots x_{4}\right)$ is a bounded operator on $L_{2}\left(R^{4}\right)$ satisfying ${ }^{4}$

$$
\begin{align*}
\left\|b_{\kappa_{i} ; j_{1} \cdots j_{4}}^{\prime}\right\|_{2} & \leqslant\left\|b_{\kappa_{i}}^{\prime}\right\|_{2} \exp \left(-\mu_{0}\left|j_{1}\right| \cdots-\mu_{0}\left|j_{4}\right|\right)  \tag{3.29a}\\
& \leqslant O\left(\kappa_{i}^{-1 / 2}\right) \exp \left(-\mu_{0}\left|j_{1}\right| \cdots-\mu_{0}\left|j_{4}\right|\right) \tag{3.29b}
\end{align*}
$$

Proof: The transition from (3.29a) to (3.29b) has been established by Glimm ${ }^{3}$ (see also Ref. 1). Thus, we need only prove ( 3.29 a ). The crux of the proof is a representation of $b_{k_{i} ; j_{1} \cdots j_{4}}^{\prime}\left(x_{1}, \ldots, x_{4}\right)$ developed by Glimm and Jaffe (Ref. 19, pp. 84-95). Let $\zeta(x)$ be a $C_{0}^{\infty}(R)$ with support in $\chi_{0}$ and which equals one on a neighborhood of $B$. We define operators

$$
\begin{equation*}
K_{t}=\mu_{x_{l}}^{-1 / 2} \zeta\left(x_{l}\right) \mu_{x_{l}}^{1 / 2} \quad l=1, \ldots, 4 \tag{3.30}
\end{equation*}
$$

where kernels $k\left(x_{i} z_{l}\right)$ are tempered distributions. Estimate (3.15) of $k_{\tau}$ implies that $k\left(x_{l}, z_{l}\right)$ is a $C^{\infty}$ function of $x_{i}$ and $z_{t}$ such that

$$
\begin{equation*}
\left|k\left(x_{l}, z_{l}\right)\right| \leqslant O\left[\exp \left(-\mu_{0}\left|x_{l}\right|-\mu_{0}\left|Z_{t}\right|\right)\right] \tag{3.31}
\end{equation*}
$$

We now define localized operators $K_{i, i_{l}}$ by

$$
\begin{equation*}
K_{l, j l}=E_{j l}\left(x_{t}\right) \mu_{x_{l}}^{-1 / 2} \zeta\left(x_{t}\right) \mu_{x_{l}}^{1 / 2}, \quad l=1, \ldots, 4 \tag{3.32}
\end{equation*}
$$

whose kernels $k_{i_{l}}\left(x_{i}, z_{l}\right)$ satisfy

$$
k_{j_{l}}\left(x_{l}, z_{l}\right)=\left\{\begin{array}{l}
k\left(x_{l}, z_{l}\right), x_{l} \in X_{j_{l}}  \tag{3.33}\\
0, \text { otherwise }
\end{array}\right.
$$

Using (3.31), one can prove that for $j_{l} \neq 0$ the operator
norm of $K_{l, j_{l}}$ is bounded by

$$
\begin{equation*}
\left\|K_{l, j_{l}}\right\| \leqslant O\left[\exp \left(-\mu_{0}\left|j_{l}\right|\right)\right] . \tag{3.34}
\end{equation*}
$$

It is not hard to show that (3.34) remains true for $j_{l}$, even for $j_{l}=0$. The representation of $b_{k_{i} ; j_{1} \cdots j_{4}}^{\prime}$ that we are after is

$$
\begin{equation*}
b_{\kappa_{i} ; j_{1} \cdots j_{4}}^{\prime}=\left(\hat{l=1}, K_{t, j_{i}}\right) b_{\kappa_{i}}^{\prime} . \tag{3.35}
\end{equation*}
$$

Representation (3.35) together with estimate (3.34) proves Lemma 3.1.

We now return to the proof of (3.22). From (3.24) we get for $\Phi \in D_{0}$.

$$
\begin{align*}
\left\|V_{\kappa_{i}}^{\prime}(g)\right\| & \leqslant \sum_{j_{1} \cdots j_{4}}\left\|V_{\kappa_{i} ; j_{1} \cdots j_{4}}^{\prime} \Phi\right\|  \tag{3.36a}\\
\leqslant & \mathrm{const}_{j_{1} \cdots j_{4}} \sum_{j_{k_{i}} j_{1} \cdots j_{4}}\left\|_{2}\right\| \prod_{i=1}^{\prime}\left(N_{X_{j_{l}}}+I\right)^{1 / 2} \Phi \|(3.36 \mathrm{~b}) \\
\leqslant & 0\left(\kappa_{i}^{-1 / 2}\right)_{j_{1} \cdots j_{4}} \sum^{2} \exp \left(-\mu_{0}\left|j_{1}\right| \cdots \mu_{0}\left|j_{4}\right|\right) \\
& \times\left\|\prod_{i=1}^{4}\left(N_{x_{j_{i}}}+I\right)^{1 / 2} \Phi\right\|  \tag{3.36c}\\
\leqslant & 0\left(\kappa_{i}^{-1 / 2}\right) \sum_{j_{1} \cdots j_{4}} \exp \left(-\mu_{0}\left|j_{1}\right| \cdots \mu_{0}\left|j_{4}\right|\right) \\
& \times \exp \left(\left.\mu_{0} \frac{j_{1}}{2}+\cdots+\mu_{0} \right\rvert\, \frac{j_{4}}{2}\right) \times\left\|\left(N_{1 \mathrm{oc}}+I\right)^{2} \Phi\right\|  \tag{3.36~d}\\
\leqslant & 0\left(\kappa_{i}^{-1 / 2}\right)\left\|\left(N_{l \mathrm{oc}}+I\right)^{2} \Phi\right\| . \tag{3.36e}
\end{align*}
$$

Inequality (3.36b) is an elementary local $N_{\tau}$ estimate. In (3.36c) we used (3.29b). In (3.36d-e) we used the estimate $\left\|\left(N_{X_{j}}+I\right)^{1 / 2}\left(N_{\text {loc }}+I\right)^{-1 / 2}\right\| \leqslant \exp \left(\mu_{0}|j / 2|\right)$.

Estimate (3.36) implies (3.22). QED

## 4. COUPLING CONSTANT ANALYTICITY

In this section we study $H_{\lambda}=H_{0}+\lambda V(g)$ for $\lambda$ in the complex $\lambda$ plane cut along the negative real axis. We prove that Federbush's expansion for the resolvent is valid for values of $\lambda$ in the domain

$$
\begin{equation*}
\{\lambda:|\arg \lambda| \leqslant \pi-\epsilon\}, \tag{4.1}
\end{equation*}
$$

where $\epsilon>0$. The basic theorem used in the proof is a generalization of Theorem 2.2 for bounded sectorial operators ${ }^{22}$.

Theorem 4.1: Let $A$ be a bounded sectorial operator of norm less or equal to $M$, i.e., the numerical range $\theta(A)$ of $A$ is the subset of the sector

$$
\begin{equation*}
|\arg (z-\gamma)| \leqslant \theta, \quad 0 \leqslant \theta<\pi / 2, \quad \gamma \text { real } \tag{4.2}
\end{equation*}
$$

lying in a circle with center $\gamma$ and radius $M$. Let $|\alpha\rangle$ and $|\beta\rangle$ be two vectors of unit length. Suppose

$$
\begin{equation*}
\langle\alpha| A^{k}|\beta\rangle=0, \text { for } 0 \leqslant k \leqslant N, \tag{4.3}
\end{equation*}
$$

then for any $\mu>0$ a real number:

$$
\begin{equation*}
|<\alpha| R(+\mu ; A)|\beta>| \leqslant 0[\exp (-N \sqrt{2 \mu / M})], \tag{4.4}
\end{equation*}
$$

$N$ and $M$ large.
The proof of this theorem is similar to the proof of Theorem 2.2, see Ref. 8. It is based on a theorem by Bernstein (Ref. 23, p. 84, and Ref. 24, pp. 130-31 and pp. 280-81) in the theory of the best approximation of analytic functions, stating that if $f(z)$ is defined in
$\{Z:|\arg z|<\pi / 2,|z| \leqslant 1\}=D$ and it is analytic in an ellipse with foci at -1 and 1 and with sum of its semiaxes equal to $r>1$, then $f(z)$ may be approximated on $D$ by a Fourier-Chebyshev polynomial series of degree $n$ within

$$
\begin{equation*}
\left(2 f_{\max } / r-1\right)\left(1 / r^{n}\right) \tag{4.5}
\end{equation*}
$$

in the uniform norm. $f_{\max }$ is the supremum of the absolute value of $f(z)$ in the ellipse.

Let

$$
\begin{align*}
A_{\lambda} & =b+H_{i}(\lambda)-2^{i-1} \\
& =b+P_{i} H_{0} P_{i}+\lambda P_{i} V P_{i}-2^{i-1} \\
& =b+H_{0, i}+\lambda V_{i}-2^{i-1} . \tag{4.6}
\end{align*}
$$

By realizing $V$ as a multiplication operator on the probability space $L_{2}(Q, d q)$, we can write $V=V^{+}-V^{-}$with $V^{+} V^{-}=0$ (Refs. 1,7). Using (2.24) and

$$
\begin{equation*}
V^{-} \leqslant \text {const } N+\text { const } \tag{4.7}
\end{equation*}
$$

implied by Theorem (2.1), we see that $A_{\lambda}$ is a sectorial operator, i.e., there exists a $\gamma$ such that

$$
\begin{equation*}
\left|\operatorname{Im}\left(\Phi, A_{\lambda} \Phi\right)\right| \leqslant \tan (\arg \lambda / 2)\left\{\operatorname{Re}\left(\Phi,\left(A_{\lambda}-\gamma\right) \Phi\right\}\right. \tag{4.8}
\end{equation*}
$$

for $\lambda$ such that $|\operatorname{avg} \lambda| \leqslant \pi-\epsilon, \epsilon>0$. Furthermore, if $A_{\lambda}^{\prime}$ $=b+P_{i} N P_{i}+\lambda P_{i} V P_{i}-2^{i-1}$, then $\left\|A_{\lambda}^{\prime}\right\| \leqslant e 2^{2 i}$. Therefore, Theorem 4.1 is applicable to the operator $A_{\lambda}^{\prime}$. We make the transition from $A_{\lambda}^{\prime}$ to $A_{\lambda}$ by using $N \leqslant$ const $H_{0}$. Thus, as in the case of real $\lambda$, we obtain the convergence of Federbush's expansion (2.9) for $\lambda$ in (4.1). This convergence implies that $H(\lambda)$ is a family of analytic operators of type (B) in the sense of Kato (Ref. 22, pp. 345397). From the general theory of analytic perturbations, there follows

Theorem 4.2: (1) Let $H_{\lambda}$ be the self-adjoint operator defined in Sec. II for $\lambda>0$. Then $H_{\lambda}$ has a resolvent analytic continuation to the cut $\lambda$-plane.
(2) The ground state $\Omega_{\lambda}$, normalized by $\left\|\Omega_{\lambda}\right\|=1, \Omega_{\lambda}$ $\geqslant 0$ and the ground state energy $E_{\lambda}$ have an analytic continuation to a neighborhood of the real axis.

Another property implied by the uniform convergence of (2.9) in the domain (4.1) is

Theorem 4.3: Let $\rho\left(H_{0}\right)$ the resolvent set of $H_{0}$. For - $b \in \rho\left(H_{0}\right)$

$$
\begin{equation*}
R_{\lambda}(b)=\left(H_{0}+\lambda V+b\right)^{-1} \rightarrow R_{0}(b)+\left(H_{0}+b\right)^{-1} \tag{4.9}
\end{equation*}
$$

in norm as $|\lambda| \rightarrow 0$ in $|\arg \lambda|<\pi$.
Proof: Let $R^{(n)}\left(b ; H_{\lambda}\right)$ be the $n$th term in the expansion (2.9). Then, one easily sees that for $n \leqslant 1$

$$
\begin{equation*}
R^{(n)}\left(b ; H_{\lambda}\right) \xrightarrow{\text { nocran }} 0 \tag{4.10}
\end{equation*}
$$

as $|\lambda| \longrightarrow 0, \lambda \epsilon\{\lambda:|\arg \lambda| \leqslant \pi-\epsilon\}$; and for $n=0$

$$
\begin{equation*}
R^{(0)}\left(b ; H_{\lambda}\right) \xrightarrow{\text { norm }} R_{0}(b)=\left(b+H_{0}\right)^{-1} \tag{4.11}
\end{equation*}
$$

limits (4.10) and (4.11) imply (4.9)
Using standard "stability theorems" (Ref. 22, pp.
206-07, and Theorem 1.7, p. 368), we obtain
Corollary 4.4: For $\epsilon>0$, there is a $\Lambda>0$ such that if $z \in \rho\left(H_{0}\right)$, then $z \in \rho\left(H_{\lambda}\right)$ for $\lambda \epsilon\{\lambda:|\operatorname{avg} \lambda| \leqslant \pi-\epsilon,|\lambda| \leqslant \Lambda\}$.

Therefore, $H_{\lambda}$ has only one eigenvalue near zero. This eigenvalue is analytic in $\{\lambda:|\arg \lambda| \leqslant \pi-\epsilon,|\lambda| \leqslant \Lambda\}$.

Remark: Theorem (4.3) is useful in proving ${ }^{7,15,25}$ that the perturbation series for $E(\lambda), \Omega(\lambda)$, and $W(\lambda)$, the equal time vacuum expectation valves, are asymptotic series which are Borel summable to the exact solutions.
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An alternative proof to that provided by Jaffe and Cannon of the self-adjointness of the local Lorentz generator for the $\left(: \varphi^{4}:\right)_{1+1}$ quantum field theory is given. The proof avoids the use of second-order estimates and a singular perturbation theory.

In this brief note, we establish the self-adjointness of the local Lorentz generator for the two-dimensional : $\varphi^{4}$ : interaction by the method of Ref. 1. This result has been previously obtained by Cannon and Jaffe ${ }^{2}$ using first- and second-order estimates, and a singular perturbation theory. Here we avoid the use of second-order estimate and the Glimm-Jaffee singular perturbation theory. ${ }^{3}$ It is hoped that a new proof may lead to some new results and insights.

The (: $\left.\varphi^{4}:\right)_{1+1}$ quantum field theory has been brought to a very satisfactory stage mainly by the work of Glimm and Jaffe. ${ }^{4}$ On the Fock space, they constructed a densely defined bilinear form $\varphi(x, t)$, continuous in $x$ and $t$, which gives rise to a unique self-adjoint operator

$$
\begin{equation*}
\varphi(f)=\int d x d t \varphi(x, t) f(x, t) \tag{1}
\end{equation*}
$$

for a real function $f \in C_{0}^{\infty}\left(R^{2}\right)$. The $C^{*}$-algebra of local observables is defined as the norm closure

$$
=\left(\begin{array}{ll}
\cup & (B) \tag{2}
\end{array}\right)
$$

Here the union is taken over bounded regions $B$ of space-time and $(B)$ is the weakly closed (von Neumann) algebra generated by

$$
\begin{equation*}
\left\{\exp [i \varphi(f)]: f=\bar{f} \in C_{0}^{\infty}(R)\right\} \tag{3}
\end{equation*}
$$

The Poincaré group $P=\{a, \Lambda\}$ is the semidirect product of $R^{2}$ with $R^{1}$,

$$
\begin{equation*}
\{a, \Lambda\}\left\{a^{\prime}, \Lambda^{\prime}\right\}=\left\{a, \Lambda a^{\prime}, \Lambda \Lambda^{\prime}\right\} \tag{4}
\end{equation*}
$$

where $a \in R^{2}$ is a space-time translation, $a=(\alpha, \tau)$, and $\Lambda$ is the one-parameter Lorentz rotation

$$
\begin{equation*}
\Lambda_{\beta}:(x, t)-(x \cosh \beta+t \sinh \beta, x \sinh \beta+t \cosh \beta) \tag{5}
\end{equation*}
$$

Poincaré covariance means that there exists a representation

$$
\begin{equation*}
\sigma_{\{a, \mathrm{~A}\}}(\quad(B))=(\{a, \Lambda\} B) \tag{6}
\end{equation*}
$$

for all bounded open sets $B$ and all $\{a, \Lambda\} \in P$. The covariance of the local algebras ensures the covariance of the field operators, namely

$$
\begin{equation*}
\sigma_{\{a, \Delta\}}(\varphi(f))=\varphi\left(f_{\{a, \Delta\}}\right) \tag{7}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{\{a, \Lambda\}}(x, t)=f\left(\{a, \Lambda\}^{-2}(x, t)\right) \tag{8}
\end{equation*}
$$

Space-time covariance was proven by Glimm and Jaffe. ${ }^{5}$ The time translation is implemented locally by a unitary operator $U(t ; B)$, i.e.,

$$
\begin{equation*}
\sigma_{t}(\quad(B))=U(t ; B) \quad(B) U_{(t ; B)}^{-1} \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
U(t ; B)=\exp [i t H(g)] \tag{10}
\end{equation*}
$$

where $H(g)$ is the Hamiltonian with a space cutoff $g(x) \in C_{0}^{\infty}(R), g(x) \equiv 1$ on a sufficiently large set depending on $B$. The space translation is implemented by $\exp (-i x P$, where $P$ is the free field momentum operator.

The pure Lorentz transformation is locally implemented by a unitary operator $U\left(\Lambda_{B} ; B\right)$, i.e.,

$$
\begin{equation*}
\sigma_{\Lambda_{\beta}}(\quad(B))=U\left(\Lambda_{\beta} ; B\right) \quad(B) U^{-1}\left(\Lambda_{\beta} ; B\right) \tag{11}
\end{equation*}
$$

The formal infinitesimal generator of Lorentz transformations in a region $B$ is

$$
\begin{align*}
M(g) & =M_{0}+M_{I}(g) \\
& =\int x H_{0}(x) d x+\int x H_{I}(x) g(x) d x \tag{12}
\end{align*}
$$

where the space cutoff function $g=1$ on a sufficiently large interval. Here, $H(x)=H_{0}(x)+H_{I}(x)$ is the energy density. Using space-time covariance, Cannon and Jaffe showed that it suffices to consider region $B$ of space-time in the domain $x>0$. Also, it is technically convenient to use different spatial cutoffs in the free and the interaction part of $M$. Thus, for a region $B$ in $x>0$, we take

$$
\begin{align*}
& M=M\left(g_{0}, g\right)=M_{0}+M_{1}  \tag{13a}\\
& M_{0}=\alpha H_{0}  \tag{13b}\\
& M_{1}=H_{0}\left(x g_{1}\right)+H_{1}\left(x g_{2}\right) \tag{13c}
\end{align*}
$$

where $\alpha>0, x g_{i}(x), x g_{2}(x) \geqslant 0, g_{0}(x), g(x) \in C_{0}^{\infty}\left(R^{+}\right)$, and

$$
\begin{equation*}
\alpha+x g_{1}(x)=x=x g_{2}(x) \tag{14}
\end{equation*}
$$

for $x$ in a sufficiently large interval of the positive $x$ axis. Here we have defined $g_{0}(x)=x g_{1}(x)$, and $g\left(x=x g_{2}(x)\right.$. The first step toward proving that $M=M\left(g_{0}, g\right)$ is the infinitesimal generator for local Lorentz rotations, is to prove the self-adjointness of $M$.

$$
\begin{align*}
& \text { We write } \\
& \begin{aligned}
M= & \alpha H_{0}+H_{0} \iota_{k}\left(g_{0}\right)+H_{t, \kappa}(g)+\left[H_{0}\left(g_{0}\right)-H_{0, \kappa}\left(g_{0}\right)\right] \\
& +\left[H_{I}(g)-H_{I, \kappa}(g)\right]
\end{aligned}
\end{align*}
$$

where as usual $\kappa$ is an upper momentum cutoff. We first estimate each term in (15). By undoing the Wick ordering we obtain

$$
\begin{align*}
& H_{0, \kappa}\left(g_{0}\right) \geqslant-c_{1} \kappa^{2}  \tag{16}\\
& H_{1, k}(g) \geqslant-c_{2}(\ln \kappa)^{2} \tag{17}
\end{align*}
$$

where $c_{1}, c_{2}$ are positive constants independent of $\kappa$. By a standard $N_{\tau}$ estimate ${ }^{6}$

$$
\begin{align*}
& \left\|(N+1)^{-1}\left(H_{1}(g)-H_{I, k}(g)\right)(N+I)^{-1}\right\| \leqslant c_{3} \kappa^{-1 / 2} \\
& \times c_{3}>0 \tag{18}
\end{align*}
$$

To estimate the difference $H_{0}\left(g_{0}\right)-H_{0, \kappa}\left(g_{0}\right)$, we write

$$
\begin{equation*}
H_{0}\left(g_{0}\right)=H_{0}^{(1)}\left(g_{0}\right)+H_{0}^{(2)}\left(g_{0}\right), \tag{19}
\end{equation*}
$$

with

$$
\begin{align*}
& H_{0}^{(1)}\left(g_{0}\right)=\frac{1}{2(2 \pi)} \int d k_{1} d k_{2} \hat{g}_{0}\left(k_{1}-k_{2}\right) \frac{\mu\left(k_{1}\right) \mu\left(k_{2}\right)+K_{1} k_{2}+\mu_{0}^{2}}{\left[\mu\left(k_{1}\right) \mu\left(k_{2}\right)\right]^{1 / 2}} \\
& \quad \times a\left(k_{1}^{*}\right) a\left(k_{2}\right) \\
& H_{0}^{(2)}\left(g_{0}\right)=\frac{2}{2(2 \pi)} \frac{1}{2} \int d k_{1} d k_{2} \hat{g}_{0}\left(k_{1}-k_{2}\right) \frac{-\mu\left(k_{1}\right) \mu\left(k_{2}\right)+K_{1} k_{2}+\mu_{0}^{2}}{\left[\mu\left(k_{1}\right) \mu\left(k_{2}\right)\right]^{1 / 2}} \\
& \quad \times\left(a^{*}\left(k_{1}\right) a^{*}(-k a)+a\left(-k_{1}\right) a\left(k_{2}\right)\right) . \tag{21}
\end{align*}
$$

$H_{0}^{(1)}\left(g_{0}\right)$ is a sum of three terms having the form $A^{*} K\left(g_{0}\right) A$ in configuration space, where $K\left(g_{0}\right)$ is a multiplication operator with a nonnegative kernel. Therefore, $H_{0}^{(1)}\left(g_{0}\right)$, and, similarly, $H_{0}^{(1)}\left(g_{0}\right)=H_{0, k}^{(1)}\left(g_{0}\right)$ are nonnegative operators. Jaffe and Cannon proved that $H_{0}^{(2)}\left(g_{0}\right)$ has an $L_{2}$ kernel and

$$
\begin{equation*}
\left\|(N+I)^{-1 / 2}\left(H_{I}^{(2)}\left(g_{0}\right)-H_{0, k}^{(2)}\left(g_{0}\right)\right)(N+I)^{-1 / 2}\right\| \leqslant c_{4}^{\kappa-1 / 4}, c_{4}>0 \tag{22}
\end{equation*}
$$

Finally, we estimate the free term $\alpha H_{0}$ by

$$
\begin{equation*}
\alpha H_{0} \geqslant \alpha \mu_{0} N . \tag{23}
\end{equation*}
$$

Let $P_{n}$ be the projection onto states with numbers of particles lying in the range

$$
\begin{equation*}
n^{\beta} \leqslant N<(n+2)^{\beta}, \quad \beta \geqslant 4 . \tag{24}
\end{equation*}
$$

We note

$$
\sum_{n=\text { even }} P_{n}=\sum_{n=0 \text { odd }} P_{n}=I
$$

Picking $\kappa_{n}=\exp \left[\left(1 / c_{2}\right) n^{8 / 2}\right]$, and using (16), (17), (18), (22) and (23), we quickly obtain

$$
\begin{align*}
& P_{n} \alpha H_{0} P_{n} \geqslant \alpha \mu_{0} P_{n} N P_{n} \geqslant \alpha \mu_{0} n^{\beta},  \tag{25}\\
& P_{n} H_{0, \kappa_{n}}\left(g_{0}\right) P_{n} \geqslant-C, \exp \left(2 / c_{2}\right), n^{\beta / 2},  \tag{26}\\
& P_{n} H_{I, \kappa_{n}}(g) P_{n} \geqslant-n^{\beta},  \tag{27}\\
& P_{n}\left(H_{0}^{(1)}\left(g_{0}\right)-H_{0, k}^{(1)}\left(g_{0}\right)\right) P_{n} \geqslant 0,  \tag{28}\\
& \left\|P_{n}\left(H_{I}(g)-H_{I, \kappa}(g)\right) P_{n}\right\| \leqslant d_{1} \exp \left(-d_{1}^{\prime} N^{\beta / 2}, d_{1}, d_{1}^{\prime}>0,\right. \\
& \left\|P_{n}\left(H_{0}^{(2)}\left(g_{0}\right)-H_{0, \kappa}^{(2)}\left(g_{0}\right)\right) P_{n}\right\| \leqslant d_{2} \exp \left(-d_{2}^{\prime} N^{\beta / 2}\right),  \tag{29}\\
& d_{2}, d_{2}^{\prime}>0 . \tag{30}
\end{align*}
$$

Using (25) through (30) and choosing an appropriate $\alpha$, we get

$$
\begin{equation*}
M_{n}=P_{n} M P_{n} \geqslant d n^{8} P_{n} \tag{31}
\end{equation*}
$$

where $d$ is a positive constant. For $d$ large enough we get

$$
\begin{equation*}
b+M_{n} \geqslant d n^{\beta} . \tag{32}
\end{equation*}
$$

Let $M^{\prime}$ be obtained from $M$ by replacing $\alpha H_{0}$ by $\alpha N$, a multiple of the particle number operator. Then

$$
\begin{equation*}
b+M_{n} \geqslant b+M_{n}^{\prime}=b+P_{n}\left(\alpha N+H_{0}\left(g_{0}\right)+H_{1}(g)\right) P n . \tag{33}
\end{equation*}
$$

By a standard $N_{\tau}$ estimate

$$
\begin{equation*}
\left\|b+M_{n}^{\prime}\right\| \leqslant d^{\prime} N^{2 \beta} \tag{34}
\end{equation*}
$$

for some constant $d^{\prime}$.
Following Ref. 7, we define $P_{e}$ and $P_{d}$ as the projec-
tion operators onto states with number of particles in the ranges

$$
\begin{equation*}
{ }_{n \text { seron }}^{U}\left(n^{\beta}-4 \leqslant N \leqslant n^{\beta}+4\right) \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{n=\operatorname{cod}( }{U}\left(n^{\beta}-4 \leqslant N \leqslant n^{\beta}+4\right) \tag{36}
\end{equation*}
$$

respectively. We define $M_{e}$ and $M_{d}$ by

$$
\begin{align*}
& M_{\theta}=\sum_{n=\text { oven }} M_{n}=\alpha H_{0}+\sum_{n=\text { oven }} P_{n} M_{1} P_{n}  \tag{37}\\
& M_{d}=\sum_{n=\text { odd }} M_{n}=\alpha H_{0}+\sum_{n=\text { odd }} P_{n} M_{1} P_{n} \tag{38}
\end{align*}
$$

We write $M$ in two different forms

$$
\begin{align*}
& M=M_{e}+L_{e}=M_{d}+L_{d}  \tag{39a}\\
& L_{e}=M_{i}-\sum_{n=\mathrm{eron}} P_{n} M_{2} P_{n} \tag{39b}
\end{align*}
$$

$$
\begin{equation*}
L_{d}=M_{1}-\sum_{n \text { modd }} P_{n} M_{1} P_{n} \tag{39c}
\end{equation*}
$$

where the ranges (35) and (36) have been chosen so that

$$
\begin{align*}
& P_{e} L_{e} P_{e}=L_{e} P_{e}=P_{e} L_{e}=L_{e},  \tag{40}\\
& P_{d} L_{d} P_{d}=L_{d} P_{d}=P_{d} L_{d}=L_{d} . \tag{41}
\end{align*}
$$

Federbush's expansion of the resolvent is

$$
\begin{align*}
R(-b ; M)= & R\left(-b ; M_{e}\right) \\
& -R\left(-b ; M_{d}\right) L_{e} R\left(-b ; M_{e}\right) \\
& +R\left(-b ; M_{e}\right) L_{d} R\left(-b ; M_{d}\right) L_{e} R\left(-b ; M_{e}\right) \\
& -\cdots,  \tag{42a}\\
= & R\left(-b ; M_{e}\right) \\
& -R\left(-b ; M_{d}\right) P_{e} L_{e} P_{e} R\left(-b ; M_{e}\right) \\
& +R\left(-b ; M_{e}\right) P_{d} L_{d} P_{d} R\left(-b ; M_{d}\right) P_{e} L_{e} P_{e} \\
& \times R\left(-b ; M_{d}\right) \\
& -\cdots . \tag{42b}
\end{align*}
$$

Our main result is the following theorem.
Theorem 1: Let $g_{0}, g$ satisfy (14), with $g_{0}, g \geqslant 0$, $g_{0}, g \in C_{0}^{\infty}\left(R^{+}\right)$. Then there is a finite constant $\delta$ such that (42) converges in the uniform operator topology for $b>\delta$. The limit $R(-b)$ is the resolvent of a self-adjoint operator $M$ such that $M>\delta$.

The proof of this theorem follows from the following three lemmas:

Lemma 1: For $n$ large enough, there exist positive constants $c_{1}, c_{2}$ independent of $n$ such that

$$
\begin{equation*}
\left\|P_{e} P_{n} R\left(-b ; M_{n}\right) P_{d}\right\| \leqslant c_{1} \exp \left(-c_{2} n^{\beta / 2}\right) \tag{43}
\end{equation*}
$$

Proof: Since $\alpha H_{0} \geqslant \alpha \mu_{0} N$, it is enough to prove (43)
with $M_{n}^{\prime}$ replacing $M_{n}$. Estimates (32) and (34) permit us to apply Theorem 2.4 of Ref. 1, with $\left|a_{n}\right\rangle=P_{n} P_{d}|a\rangle,\left|\beta_{n}\right\rangle$ $P_{n} P_{e}|b\rangle, \mu_{n}=d n^{\beta}, A=b+M_{n}^{\prime}-d n^{\beta} D_{n}=d^{\prime} n^{2} \beta$ (this corresponds to $M_{n}^{n}$ in the notation of Ref. 1 ), and $N<\left\{\left[(n+1)^{\beta}\right.\right.$ $\left.-4]-\left(n^{\beta}+4\right)\right\} / 4$. Thus we obtain (43).
Lemma 2: Let $\epsilon>0$ be smal enough. Then there exist constant $c(\epsilon)$ such that

$$
\begin{align*}
& \left\|R\left(-b ; M_{e}\right)\right\|,\left\|R\left(-b ; M_{d}\right)\right\| \leqslant 1 / b,  \tag{44}\\
& \left\|L_{e} P_{d} R\left(-b ; M_{d}\right) P_{e}\right\|,\left\|L_{e} P_{e} R\left(-b ; M_{e}\right) P_{d}\right\|<\frac{1}{2},  \tag{45}\\
& \left\|R\left(-b ; M_{d}\right) L_{e} R\left(-b ; M_{e}\right)\right\| \leqslant c(\epsilon) b^{-1-\epsilon},  \tag{46}\\
& \left\|L_{d} R\left(-b ; M_{d}\right) L R\left(-b ; M_{e}\right)\right\| \leqslant c(\epsilon)^{2} b^{-1-\epsilon} . \tag{47}
\end{align*}
$$

Proof: Inequality (44) is an easy consequence of estimate (31). Let $|a\rangle$ and $|b\rangle$ be two normalized states in the Fock space. To prove (45), we consider

$$
\begin{aligned}
&\langle a| L_{d} P_{d} R\left(-b ; M_{d}\right) P_{e}|b\rangle=\sum_{n=0 d d}\langle a| L_{d} P_{d} R\left(-b ; M_{c}\right) P_{e} P_{n}|b\rangle \\
&=\sum_{n=0 \text { da }}\langle a| L_{d} P_{d} P_{n} R\left(-b ; M_{n}\right) P_{s}|b\rangle \\
&=\sum_{n=\text { odd }}\langle a|\left(1-P_{n}\right) M_{1} P_{n} P_{d} P_{n} \\
& \quad \times R\left(-b ; M_{n}\right) P_{e}|b\rangle \\
& \leqslant \sum_{n=\text { odd }} c_{1}(n+2)^{2 \beta} \exp \left(-c_{2} n^{\beta / 2}\right)<\frac{1}{2} .
\end{aligned}
$$

In the last step above, we have used estimate (43) and a standard $N_{\tau}$ estimate. Similar arguments establish estimated (46) and (47).

Lemma 3: For $b$ large enough, the series (42) converges uniformily to an operator $R(-b)$ which is a pseudoresolvent and satisfies

$$
\begin{equation*}
\lim _{b \rightarrow \infty}(-b) R(-b)=I \tag{48}
\end{equation*}
$$

in the norm operator topology.
Proof: Estimates (44) through (47) imply that the $n$th term in (42) is bounded by $c(\epsilon)^{n} b^{-1-n \epsilon}$. Therefore, the series converges for $b>c(\epsilon)^{1 / 6}$ to an operator $R(-b)$.

Clearly,

$$
\begin{equation*}
\lim _{b \rightarrow \infty} b\left[\left\|R\left(-b ; M_{d}\right) L_{e} R\left(-b ; M_{e}\right)\right\|+\cdots\right]=0 \tag{49}
\end{equation*}
$$

This implies (48). It is not hard to prove that $R(-b)$ is a pseudoresolvent.

Proof of Theorem 1: We follow the proof of Theorem 2.2 in Ref. 1 Equality (48) implies that $R(-b)$ is an inversible operator. Then -b-( $R(-b)^{-1}$ defines $M$ whose domain is independent of $b$ because of the pseudoresolvent property of $R(-b)$. The self-adjointness follows from the next lemma. ${ }^{8}$

Lemma 4: If $T: \mathfrak{F} \rightarrow \mathfrak{H}$ is an operator with dense domain on the Hilbert space $\mathcal{H}$, and if $T^{-1}$ exists and has a dense domain, then $\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*}$.
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Microscopic to macroscopic transitions in classical, nonequilibrium, particle-field systems pose a class of stochastic perturbation problems that can be solved via the formal theory of scattering. Such solutions permit the nonlinear microscopic equations descriptive of a turbulent plasma field to be ensemble averaged into macroscopic particle- and wave-kinetic equations. The method is essentially operator theoretical. The original microscopic operator is first conventionally decomposed into deterministic and stochastic parts and then via scattering theory its inverse is evaluated in terms of explicit, formally exact, operator expressions that admit rapidly convergent, nonsecular, series representations. These results may be obtained by either operator algebra or diagram methods, the former being preferred. The derivation appears to be more physically and analytically transparent than in most existing procedures and has the virtue of exhibiting explicitly higher order terms, some of which are novel. The theory is illustrated for the case of a simple isotropic electron plasma by the derivation of kinetic equations for particles and for waves.

## I. INTRODUCTION

Theories of plasma turbulence, in common with other field theories, employ perturbation theoretic procedures to derive series representations for the physical quantities of interest. The utility of such representations is dependent on the rapidity of convergence of these series. Operator techniques, employed in the spirit of the formal theory of scattering, will be shown to provide alternative and formally exact representations of turbulent field quantities and their $n$-point ensemble averages. In appropriate parametric ranges these formally exact expressions are expandable into rapidly convergent series; improper expansions lead to series with poor convergence or even secular terms.

The formal theory is illustrated for an electron plasma in which the initial state is defined by specification of the ensemble average of the stochastic electron dis tribution function and the 2 -point correlation of the electric field intensity at $t=0$. The subsequent temporal evolution of the electron distribution function is derivable from a stochastic Green's function indicative of the possible phase space trajectories of an electron in a stochastic electric field with arbitrary statistical properties. For self-consistency these electric field properties are then identified via Maxwell's equations with those excited by the stochastic electron distribution. The difficult aspect of this initial value problem is the determination of a suitable expression for the stochastic Green's function of the Klimontovitch equation defining the electron distribution function.

The stochastic field operator characterizing the Klimontovitch equation is variously decomposable into an "unperturbed" average part and a "perturbed" stochastic part. The corresponding inverse operator, or Green's function, is representable via the methodology of the formal theory of scattering by a formally exact operator expression whose expandability is dependent on the "smallness" of the choice of the perturbation part. Different choices (renormalizations) lead to different convergence rates of series expansions. Renormalization procedures, both implicit and explicit, have been utilized by many workers in plasma turbulence (Dupree, Weinstock, Kraichnan, Kadomtsev, Ichikawa, Nishikawa, et al. ${ }^{1}$, in random wave propagation
(Tatarskii, Keller, Furutzu, Bremmer, et al. ${ }^{2}$ ), and of course in quantum field theory (Prigogine, Balescu, Kubo, et al. ${ }^{3}$ ). Most of the renormalization procedures used in plasma turbulence are based, in the spirit of singular perturbation theory, on one or another approximation to the average particle Green's function, whose inverse represents the choice for the unperturbed component of the Klimontovich field operator (the diffusively streaming component). These approximations, which complicate the analysis, may be deferred by using formally exact expressions to obtain a precise definition of the $n$-point ensemble averages of interest; the latter may then be approximated at the final stage of analysis.

The principal results of this paper can be phrased in terms of a generic stochastic perturbation problem (7) whose exact stochastic Green's function, defined in (8), is explicitly decomposed in (23) into an ensemble averaged Green's function defined in (20) and a fluctuation therefrom. The latter components are expressed in terms of two coupled formally exact operator expressions given in (24) and (25), typical series representations of which are given in (30). These results yield in (37a) the formal solution of the original stochastic problem from which can be derived the various averages and $n$-point correlations necessary for the kinetic equation descriptive of average behavior.

For the case of the electron plasma, whose microscopic field equations are summarized in (1) and (2), the analysis of the Klimontovich equation leads to a precise definition of the average electron distribution function (37b) or equivalently the kinetic equation for electrons (47b). Only at the final stage of analysis are approximations introduced in the form of explicit series expansions whose convergence properties depend on the particular choice of perturbation or renormalization. A special choice of renormalization leads to Dupree's "modified orbit" analysis of plasma turbulence, derived by him via a test wave formalism ${ }^{1}$; the renormalization procedure serves to simplify and clarify Dupree's derivation and to display explicitly higher order terms. The self consistent stochastic electric field is defined by a generic equation (40) similar to (7) and may be solved by the same scattering formalism. For simplicity, however, the analysis is carried
through only approximately albeit with some novel features and leads to a kinetic equation for waves (57).

## II. ABSTRACT FORMULATION OF BASIC PROBLEM

Let us make specific the initial value problem to be considered. At each space-time point $r, t$ in a nonrelativistic electron plasma with immobile neutralizing ions, the dependence of the stochastic electron distribution function $\hat{f}=\hat{f}(\mathbf{v}, \mathbf{r}, t)$ on the stochastic electric field $\hat{\mathbf{E}}=\hat{\mathbf{E}}(\mathbf{r}, t)$ is defined by the Klimontovitch equation ${ }^{4}$

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla-\frac{e}{m} \hat{\mathbf{E}} \cdot \nabla_{v}\right) \hat{f}=0 \tag{1}
\end{equation*}
$$

where $e, m$, and $v$ are the electron charge, mass, and velocity. The self-consistent dependence of the electric field $\hat{\mathbf{E}}$ on $\hat{f}$ is given by the Maxwell equations which, on elimination of the magnetic field $\hat{H}$, may be written in operator form as

$$
\begin{equation*}
y_{M}\left(\nabla, \frac{\partial}{\partial t}\right) \cdot \hat{\mathbf{E}}=e \int \mathbf{v} \hat{f} d \mathbf{v} \tag{2}
\end{equation*}
$$

where the operator (admittance) dyadic $y_{M}$ characteris tic of the Maxwell field is given by

$$
\begin{equation*}
y_{M} \rightarrow \epsilon_{0} \frac{\partial}{\partial t} 1+\frac{\nabla \times \nabla \times 1}{\mu_{0} \partial / \partial t} \tag{2a}
\end{equation*}
$$

with 1 the unit dyadic and $\epsilon_{0}, \mu_{0}$ the vacuum dielectric constant and permeability in MKS units. For uniqueness of solution to (1) and (2) initial values of $\hat{f}, \hat{\mathbf{E}}, \hat{\mathrm{H}}$ have to be prescribed; this implies a complete statement of their average and $n$-point correlations at say $t=0$. However, we shall limit these statements solely to averages and 2 -point correlations. Before elucidating this point, let us introduce some notational concepts.

A stochastic field $\hat{\Psi}(r, t)$ may be defined at each space time point $r, t$ of a physical system by adducing an ensemble of similarly prepared systems. At the given point $r, t$ the random function $\hat{\Psi}(\mathbf{r}, t)$ assumes different values in the various systems that constitute the ensemble. An ensemble average of the field $\hat{\Psi}(x, t)$ can be evaluated at each point $\mathrm{r}, t$ and will be denoted by $\Psi(\mathbf{r}, t)\rangle=\Psi(\mathbf{r}, t)$; a more explicit definition of the average field in terms of a particular ensemble probability distribution function will be unnecessary for the following considerations. Knowledge of the average field permits decomposition of the stochastic field as

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r}, t)=\Psi(\mathbf{r}, t)+\tilde{\Psi}(\mathbf{r}, t) \tag{3}
\end{equation*}
$$

where $\widetilde{\Psi}(r, t)$ is the "fluctuation field". The fluctuation field $\widetilde{\Psi}(r, t)$ displays stochastic properties similar to that of the field $\tilde{\Psi}(\mathbf{r}, l)$ but with the convenient property

$$
\langle\tilde{\Psi}(\mathbf{r}, t)\rangle=0
$$

In consequence, one infers from (1) that the 2 -point ensemble averages or autocorrelations $\left\langle\tilde{\Psi}(\mathbf{r}, t) \hat{\Psi}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle$ and $\left\langle\widetilde{\Psi}(r, t) \widetilde{\Psi}\left(r^{\prime}, t^{\prime}\right)\right\rangle$ are related by
$\left\langle\hat{\Psi}(r, t) \hat{\Psi}\left(r^{\prime}, t^{\prime}\right)\right\rangle=\Psi(\mathbf{r}, t) \Psi\left(r^{\prime}, t^{\prime}\right)+\left\langle\tilde{\Psi}(r, t) \tilde{\Psi}\left(r^{\prime}, t^{\prime}\right)\right\rangle$.
In the stochastic systems of interest our concern is primarily with the space-time evolution of the average field and the? -point correlation of the fluctuation field.

With the above notation the initial value statement
appropriate to (1) and (2) prescribes

$$
\begin{align*}
& f(\mathbf{v}, \mathbf{r}, 0), \quad\left\langle\tilde{f}(\mathbf{v}, \mathbf{r}, 0) \tilde{f}\left(\mathbf{v}^{\prime}, \mathbf{r}^{\prime}, 0\right)\right\rangle,  \tag{6a}\\
& \mathbf{E}(\mathbf{r}, 0), \quad\left\langle\tilde{\mathbf{E}}(\mathbf{r}, 0) \tilde{\mathbf{E}}\left(\mathbf{r}^{\prime}, 0\right)\right\rangle, \tag{6b}
\end{align*}
$$

with a similar statement for the magnetic field. One should recall that only "transverse" components of electric and magnetic fields can be prescribed independently; longitudinal electric field components follow from $\hat{f}$. The initial value problem involves determination of the evolution of the plasma state from the prescribed initial condition. Stationary turbulent states form a special class wherein the (not arbitrarily prescribable) initial state is stationary.

The primary difficulty in the self-consistent solution of (1) and (2) is associated with the nonlinear stochastic nature of the Klimontovitch equation (1). In Sec. 4 we shall find explicit expandable representations for $\hat{f}$ in terms of $\hat{\mathrm{E}}$. In Sec. 5 there are obtained a kinetic equation for particles, i.e., for $f(\mathbf{v}, \mathbf{r}, t)$, and a kinetic equation for waves, i.e., for the correlation spectrum $\mathcal{B}(\mathrm{k}, \mathrm{r}, t)$ of the 2 -point correlation $\left\langle\overrightarrow{\mathrm{E}}(\mathrm{r}, t) \mathbf{E}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle$.

In abstract form the Klimontovitch equation (1) can be written as

$$
\begin{equation*}
\left(L_{0}-\widetilde{V}\right) \stackrel{f}{f}=0 \tag{7}
\end{equation*}
$$

where, in a v, $\mathbf{r}, t$ space the unperturbed operator $L_{0}$ and the perturbation $\tilde{V}$, whose average $\langle\tilde{V}\rangle=0$, are represented by

$$
\begin{aligned}
& L_{0}-\frac{\partial}{\partial t}+\mathbf{v} \cdot \boldsymbol{\nabla}-\frac{e}{m} \mathbf{E} \cdot \nabla_{v}, \\
& \tilde{V}-\frac{e}{m} \tilde{\mathbf{E}} \cdot \nabla_{v} .
\end{aligned}
$$

Equation (7) is a generic operator equation for the field $\hat{f}$ wherein the initial condition (6a), which defines the domain of the operator $L_{0}-\tilde{V}$, acts equivalently as a (deterministic and stochastic) impulsive source, applied at $t=0$. It is convenient to consider first a unit deterministic source; this defines the inverse operator, or stochastic Green's function, problem:

$$
\begin{equation*}
\left(L_{0}-\tilde{V}\right) \hat{G}=1 \tag{8}
\end{equation*}
$$

where in the $\mathrm{v}, \mathrm{r}, t$ space $^{5}$

$$
\begin{aligned}
& \hat{G}-\hat{g}\left(\mathbf{v}, \mathbf{r}, t ; \mathbf{v}^{\prime}, \mathbf{r}^{\prime}, t^{\prime}\right) \\
& \mathbf{1}-\delta\left(\mathbf{v}-\mathbf{v}^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right)
\end{aligned}
$$

and $\delta(u)$ is the Dirac delta function. For uniqueness, the domain of $\hat{G}$ will be defined by the requirement $\hat{g}\left(\mathbf{v}, \mathbf{r}, t ; \mathbf{v}^{\prime}, \mathbf{r}^{\prime}, t^{\prime}\right)=0$ for $t<t^{\prime}$; whence (8) defines the "creation" Green's function, representative of the creation of an electron at $\mathbf{v}^{\prime}, \mathbf{r}^{\prime}$ at time $t^{\prime}$ and of its subsequent "propagation" to a point $v, r$ in phase space at time $t$. Explicit representations of the operator $\hat{G}$ shall be derived in Sec. 3 both by diagrammatic and operator algebra procedures.

## III. REPRESENTATIONS OF G

Methods familiar from the formal theory of scattering provide means for solving (8) for $\hat{G}$ in a variety of ways. ${ }^{6}$ A conventional procedure first introduces the coherent unperturbed operator $G_{0}$, inverse to the opera-
tor $L_{0}$, and defined by

$$
\begin{equation*}
L_{0} G_{0}=1 \tag{9}
\end{equation*}
$$

where the domain of $L_{0}$ is such that $G_{0} \rightarrow g_{0}\left(\mathbf{v}, \mathbf{r}, t ; \mathbf{v}^{\prime}, \mathbf{r}^{\prime}, t^{\prime}\right)$ $=0$ for $t<t^{\prime}$, as is the case for $\hat{G}$. The Green's function $G_{0}$ is representative of the phase space trajectory for unperturbed "propagation" to $\mathbf{v}, \mathrm{r}, t$ of an electron created at $v^{\prime}, \mathbf{r}^{\prime}, t^{\prime}$. The perturbation operator $\tilde{V}$ in (8) is viewed as "scattering" the unperturbed propagation, $G_{0}$, the latter being assumed known. This scattering viewpoint and its relation to diagram techniques will now be considered.

## Diagram method

A pictorial overview of the relevance of scattering concepts in the evaluation of $\hat{G}$ and its ensemble average $G=\langle\hat{G}\rangle$ is expressible in conventional diagrammatic terms. Elucidation of these terms will be omitted at this point since their derivation follows more simply via the operator method below. Creation of an electron at one point $P$ and its propagation to another point $Q$, as represented either by $\hat{G}, G_{0}$, or $G$, will be pictured respectively by

$$
\hat{\mathrm{G}} \rightarrow_{P} \sim \sim_{Q}, \quad G_{0} \rightarrow \cdot \widetilde{P}, \quad G \rightarrow \underset{P}{\rightleftharpoons} .
$$

Thus, in Fig. (1a), the stochastic propagation, $\hat{G}$, of an electron from a creation point $P$ to an observation point $Q$ will be pictured in terms of a direct trajectory, $G_{0}$, and a scattered contribution in two different but related ways. As shown in Fig. (1a), the upper righthand diagram depicts the scattered contribution in terms of an electron starting from the creation point $P$, undergoing unperturbed "propagation" to the scatterer $\tilde{V}$, being "scattered" and thence stochastically "propagating" via $\hat{G}$ to the observation point $Q$. The alternative lower diagram in Fig. (1a) displays the scattered contribution in terms of unperturbed electron propagation via $G_{0}$ to and from a "multiple scatterer" $T$. By iterative substitution for $\hat{G}$ in the first scattering diagram one can infer that the operator $\hat{T}$ is representable as an infinite series of conventional diagrams involving $\tilde{V}$ and $G_{0}$. Although the terms of this series display secularities, or divergences, the lower $\hat{T}$ diagram in Fig. (1a) can be ensemble averaged to obtain the diagrammatic representation for $G$, in terms of $T=\langle\hat{T}\rangle$, shown in the upper diagram of Fig. (1b). The lower diagram of Fig. (1b) arises from selective summation of the so-called (nonsecular) connected diagrams in the $T$ representation, and provides an alternative picture of the scattered part of the averaged electron propagation $G$; the electron first undergoes unperturbed propagation to the "effective" average scatterer $V_{c}$ and thence average propagation to the observation point. The hereby defined "effective field" or "mass operator" $V_{c}$ is composed of only the connected diagrams in the series representation of $T$; it is thereby represented as a summable but sometimes poorly convergent series.

The above diagrammatic derivation is conventional ${ }^{2}$; it is reviewed primarily to exhibit the isomorphic quartets of operators $\hat{G}, \tilde{V}, \hat{T}, G_{0}$ and of $G, V_{c}, T, G_{0}$, which always appear in a scattering phrasing of perturbation theoretic analyses. For solution of say initial value problems, difficulties in the analytical use of
these formally exact operators arise from the need to represent them as series, which may be secular or poorly convergent; if so, the use of renormalization techniques permit more convergent series representations.

Assuming the operator $\hat{T}$ in Fig. (1a) is known, and hence also the average operator $T$ in Fig. (1b), one can illustrate a renormalization procedure by subtraction of the $\hat{G}$ and $G$ diagrams in these figures. One thereby infers the alternative (renormalized) diagrams shown in Fig. (1c). The upper right-hand diagram, obtained by subtraction of the lower and upper diagrams in Figs. (1a) and (1b), resp., now depicts the unperturbed electron propagation in terms of $G$, and the scattering contribution in terms of $\tilde{T}=\hat{T}-T$ and $G_{0}$. Since $G_{0}$ and $G$ are related as shown in Fig. (1b), one is led successively to the middle and lower right-hand diagrams of Fig. (1c). In terms of the new quartet of operators $\hat{G}, \tilde{V}-V_{c}, \widetilde{T}_{c}, G$ the stochastic electron propagation $\hat{G}$ is now represented as taking place in an averaged medium, wherein direct unperturbed propagation is characterized by $G$ and scattering by $\tilde{V}-V_{c}$ or $\widetilde{T}_{c}$. Scattering in this medium is given by the "small" renormalized scattering operator $\tilde{V}-V_{c}$ with $\widetilde{T}_{c}$ as a convergentally representable multiple scattering operator. A noteworthy feature of this renormalized representation of $G$, depicted in the middle right hand diagram of Fig. (1c), is the explicit decomposition of $\hat{G}$ into an average part $G$ and a fluctuation $G \widetilde{T}_{c} G$.

## Operator method

Analytical equivalents of the $\hat{G}$ diagram representations in Fig. (1) are derivable by operator algebraic manipulations of the defining equation (8) for $\hat{G}$. To do so, we first complete the operator definition of $\hat{G}$ by

(b)
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FIG. 1. (a) Diagram representation of $\hat{G}$ in terms of $G_{0}$; (b) diagram representation of $G$ in terms of $G_{0}$; (c) diagram representation of $\hat{G}$ in terms of $G$.
appending a statement as to the domain and range of the operator $L_{0}-\tilde{V}$. This is done by defining, as above, $\hat{G}$ as the "creation" Green's function and also defining an adjoint to $\hat{G}$ by a more complete rewriting of (8) as ${ }^{7}$

$$
\begin{equation*}
\left(L_{0}-\tilde{V}\right) \hat{G}=1=\hat{G}\left(L_{0}-\tilde{V}\right) \tag{10}
\end{equation*}
$$

A similar completeness of definition of the unperturbed creation Green's function $G_{0}$ leads to the rewriting of (9) as

$$
\begin{equation*}
L_{0} G_{0}=1=G_{0} L_{0}, \tag{11}
\end{equation*}
$$

whose solution $G_{0}$ is presumed known. On left multiplication of (10) by $G_{0}$ and use of (11), one then obtains as the analytical equivalent of the diagrams in Fig. (1a)

$$
\begin{equation*}
\hat{G}=G_{0}+G_{0} \tilde{V} \hat{G}=G_{0}+G_{0} \hat{T} G_{0} \tag{12}
\end{equation*}
$$

where the right-hand expression results from the definition

$$
\begin{equation*}
\tilde{V} \hat{G}=\hat{T} G_{0} . \tag{13}
\end{equation*}
$$

The $\hat{T}$ operator, representative of multiple scattering by the stochastic perturbation $\tilde{V}$ in the background $G_{0}$, is given, on using (12) to derive the relation $\hat{G}$ $=\left(1-G_{0} \tilde{V}\right)^{-1} G_{0}$, by the formally exact abstract expressions

$$
\begin{equation*}
\hat{T}=\tilde{V}\left(1-G_{0} \tilde{V}\right)^{-1}=\tilde{V}+\tilde{V} \hat{G} \tilde{V} . \tag{14}
\end{equation*}
$$

In passing, it is of interest to note that the inverse operator $\left(1-G_{0} \widetilde{V}\right)^{-1}$ may be represented by the conventional Neumann series

$$
\begin{equation*}
\left(1-G_{0} \tilde{V}\right)^{-1}=1+G_{0} V+G_{0} \tilde{V} G_{0} \tilde{V}+\cdots . \tag{15}
\end{equation*}
$$

However, the singular ("curvilinear orbit") nature of $G_{0}$ implies that the terms of the series (15) display secular divergences ${ }^{2}$ that limit its range of applicability for representation of $\hat{T}$.

The formally exact expressions (12) and (14), although not readily expandable, may be ensemble averaged to yield, as the equivalent of the Fig. (1b) diagrams, the ensemble averaged $G$ in the form

$$
\begin{equation*}
G=G_{0}+G_{0} V_{c} G=G_{0}+G_{0} T G_{0}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\langle\hat{T}\rangle=\langle\tilde{V} G \tilde{V}\rangle \tag{17}
\end{equation*}
$$

is the ensemble averaged multiple scattering operator and where, in analogy to the stochastic definition (13), one has introduced the coherent definition

$$
\begin{equation*}
V_{c} G=T G_{0} . \tag{18}
\end{equation*}
$$

From (18) and (16), one observes, isomorphic to (14), that

$$
\begin{equation*}
T=V_{c}\left(1-G_{0} V_{c}\right)^{-1}=V_{c}+V_{c} G V_{c} . \tag{19}
\end{equation*}
$$

The average operator $G$, defined in (16) depicts a coherent scattering process characterized by the "smoothed" scattering operator $V_{c}$ in a background $G_{0}$. An alternative (differential equation type) definition, analogous to (10), follows from multiplication of (16) by $L_{0}$ and use of (11) as

$$
\begin{equation*}
\left(L_{0}-V_{c}\right) G=1=G\left(L_{0}-V_{c}\right), \tag{20}
\end{equation*}
$$

which provides a nonlinear defining equation for $G$, the
nonlinearity arising from the dependence of $V_{c}$ on $G$.
Although the average Green's function $G$ is of interest, per se, as a conditional probability for finding an electron created at a prescribed point in phase space, it can also be utilized as the unperturbed background in a renormalized scattering representation of $\hat{G}$. Thus, on subtraction of the right-hand expressions in (12) and (16), one obtains

$$
\begin{equation*}
\hat{G}=G+G_{0} \widetilde{T} G_{0}, \tag{21a}
\end{equation*}
$$

as pictured in the upper right-hand diagram of Fig. (1c), where from (14)

$$
\begin{equation*}
\tilde{T}=\hat{T}-T=\tilde{V}+\tilde{V} \hat{G} \tilde{V}-\langle\tilde{V} \hat{G} \tilde{V}\rangle . \tag{21b}
\end{equation*}
$$

Noting from (16) that

$$
\begin{equation*}
G_{0}=G\left(1+V_{c} G\right)^{-1}=\left(1+G V_{c}\right)^{-1} G, \tag{22}
\end{equation*}
$$

one can reexpress (21a) as

$$
\begin{equation*}
\hat{G}=G+G \tilde{T}_{c} G, \tag{23}
\end{equation*}
$$

where the stochastic operator $\widetilde{T}_{c}$, representative of multiple scattering in the smoothed background, $G$, is given by

$$
\begin{equation*}
\left.\tilde{T}_{c}=1+V_{c} G\right)^{-1} \widetilde{T}\left(1+G V_{c}\right)^{-1} \tag{24}
\end{equation*}
$$

The operator $V_{c}$ is derivable from $\widetilde{T}_{c}$. On averaging (10) and comparing with (20), one infers $V_{e} G=\langle\tilde{V} \hat{G}\rangle$ whence on utilizing (23)

$$
\begin{equation*}
V_{c}=\left\langle\tilde{V} G \widetilde{T}_{c}\right\rangle \tag{25}
\end{equation*}
$$

Substitution of (25) and (21b) into (24) provides a formally exact operator equation for $\tilde{T}_{c}$ that can be iteratively expanded because of the nonsingular (diffusively spread orbit) nature of $G$.

The representation (23) of $\hat{G}$ is a desirable form in that the direct and scattered components of $G$ are explicitly identifiable as ensemble average and fluctuation components, the latter having a zero average. A revealing insight into the physical significance of (23) is obtained by first rewriting the defining equation (10) for $\hat{G}$ in the renormalized form

$$
\begin{equation*}
\left(L_{0}-V_{c}-\hat{V}_{1}\right) \hat{G}=1 \tag{26}
\end{equation*}
$$

whence the scattering is now caused by a stochastic perturbation $\hat{V}_{1} \equiv \tilde{V}-V_{0}$ of the coherent renormalized background operator $L_{0}-V_{c}$. On left multiplication of (26) by $G$ and use of (20), one obtains

$$
\begin{equation*}
\hat{G}=G+G \hat{V}_{1} \hat{G}=G+G \widetilde{T}_{c} G, \tag{27}
\end{equation*}
$$

where the right-hand expression follows from the defining identity

$$
\hat{V}_{1} \hat{G}=\widetilde{T}_{c} G
$$

whence one infers on use of the left part of (27) that

$$
\begin{equation*}
\tilde{T}_{c}=\hat{V}_{1}\left(1-G \hat{V}_{1}\right)^{-1}=\hat{V}_{1}+\hat{V}_{1} \hat{G} \hat{V}_{1} \tag{28a}
\end{equation*}
$$

and by (25)

$$
\begin{equation*}
V_{c}=\left\langle\hat{V}_{1} G \tilde{T}_{c}\right\rangle \tag{28b}
\end{equation*}
$$

The alternative expressions (24) and (28a) for $\tilde{T}_{c}$ can be shown to be equivalent, as may be anticipated from the identification of (23) and (27). Incidentally, (27) is the analytical equivalent of the lower diagrams in Fig. (1c).

The utility of the representation (27) for the stochastic Green's function $\hat{G}$ is dependent on one's ability both to evaluate $G=\langle\hat{G}\rangle$ and to obtain rapidly convergent representations of the formally known operators $\tilde{T}_{c}$ and $V_{c}$. By series expansion of the inverse operators in (24) one obtains for $\widetilde{T}_{c}$

$$
\tilde{T}_{c}=\left(1-V_{c} G+V_{c} G V_{c} \ldots\right) \tilde{T}\left(1-G V_{c}+G V_{c} G V_{c} \ldots\right)(29 \mathrm{a})
$$

where on use of (23) in (21b)

$$
\begin{equation*}
\tilde{T}=\tilde{V}+\tilde{V} G \tilde{V}-\langle\tilde{V} G \tilde{V}\rangle+\tilde{V} G \tilde{T}_{c} G \tilde{V}-\left\langle\tilde{V} G \tilde{T}_{c} G \tilde{V}\right\rangle . \tag{29b}
\end{equation*}
$$

On substitution of (25) into (29a), one derives by iterative use of (29b) the following series expansions (to fourth order in $\tilde{V}$ ) for $\widetilde{T}_{c}$ :

$$
\begin{align*}
\tilde{T}_{c}= & \tilde{V}+\tilde{V} G \tilde{V}-\langle\tilde{V} G \tilde{V}\rangle+\tilde{V} G \tilde{V} G \tilde{V}-\langle\tilde{V} G \tilde{V} G \tilde{V}\rangle \\
& -\langle\tilde{V} G \tilde{V}\rangle G \tilde{V}-\tilde{V} G\langle\tilde{V} G \tilde{V}\rangle \\
& +\tilde{V} G \tilde{V} G \tilde{V} G \tilde{V}-\langle\tilde{V} G \tilde{V} G \tilde{V} G \tilde{V}\rangle-\tilde{V} G\langle\tilde{V} G \tilde{V}\rangle G \tilde{V} \\
& +\langle\tilde{V} G\langle\tilde{V} G \tilde{V}\rangle G \tilde{V}\rangle \\
& -\langle\tilde{V} G \tilde{V}\rangle G \tilde{V} G \tilde{V}-\tilde{V} G \tilde{V} G\langle\tilde{V} G \tilde{V}\rangle+2\langle\tilde{V} G \tilde{V}\rangle G\langle\tilde{V} G \tilde{V}\rangle \\
& -\langle\tilde{V} G \tilde{V} G \tilde{V}\rangle G \tilde{V}-\tilde{V} G\langle\tilde{V} G \tilde{V} G \tilde{V}\rangle+\ldots \tag{30a}
\end{align*}
$$

whence by (25)

$$
\begin{align*}
V_{c}=\langle\tilde{V} G \tilde{V}\rangle & +\langle\tilde{V} G \tilde{V} G \tilde{V}\rangle+\langle\tilde{V} G \tilde{V} G \tilde{V} G \tilde{V}\rangle-\langle\tilde{V} G\langle\tilde{V} G \tilde{V}\rangle G \tilde{V}\rangle \\
& -\langle\tilde{V} G \tilde{V}\rangle G\langle\tilde{V} G \tilde{V}\rangle+\ldots \tag{30b}
\end{align*}
$$

The range of validity of the series expansions (30) is difficult to ascertain because of the complex nonlinear nature of the Eq. (24) defining $\widetilde{T}_{c}$. Since the expansions (30) are in terms of the average operator $G$, which in contrast to $G_{0}$ is nonsingular at least until trapping is well developed, they are more rapidly convergent than nonsecular perturbative expansions in terms of $G_{0}$. Their domain of convergace is limited by the requirement that the bound or norm of the ( $\widetilde{T}_{c}$ dependent) operator product $G V_{c}$ is less than unity-i.e., that $\tilde{\nabla}$ and $V_{c}$ are "small."

Representations of $\tilde{T}_{c}$ and $V_{c}$ with an ordering of terms different than that in (30) can be obtained by expansion of the expression (28a). Thus for $\hat{V}_{1}=\tilde{V}-V_{c}$ "small", but with $\tilde{V}$ and $V_{c}$ permitted to be "large," one finds by expansion of (28) to second order in $\hat{V}_{1}$ :

$$
\begin{align*}
& \tilde{T}_{\bar{\varepsilon}}=\tilde{V}_{1}+\left\langle\tilde{V}_{1} G \tilde{V}_{1}\right\rangle+\ldots,  \tag{31a}\\
& V_{c}=\left\langle\hat{V}_{1} G \hat{V}_{1}\right\rangle+\ldots \tag{31b}
\end{align*}
$$

In terms of $\tilde{V}$ one has, to indicated order in $\hat{V}_{1}$,

$$
\begin{align*}
& \tilde{T}_{c}=\tilde{V}+\tilde{V} G \tilde{V}-\langle\tilde{V} G \tilde{V}\rangle-\tilde{V} G\langle\tilde{V} G \tilde{V}\rangle-\langle\tilde{V} G \tilde{V}\rangle G \tilde{V}+\ldots  \tag{32a}\\
& V_{c}=\langle\tilde{V} G \tilde{V}\rangle+\langle\tilde{V} G \tilde{V}\rangle G\langle\tilde{V} G \tilde{V}\rangle+\ldots \tag{32b}
\end{align*}
$$

The ordering of terms in the representations (32) is evidently different than in (30); inclusion of the remaining terms will of course lead to identical overall series.

It is of interest to contrast diagrammatically the $V_{c}$ representation ( 30 b ) in terms of $G$ with the conventional representation ${ }^{2}$ in terms of $G_{0}$. The diagram equivalent of Eq. (30b) is displayed in Fig. (2a). The corresponding and less rapidly convergent $G_{0}$ representation is shown in Fig. (2b); the latter follows from that in Fig.
(2a) on use of the diagram equivalent of the relation between $G$ and $G_{0}$ given in (22).

The utility of the representations (30) is predicated upon an explicit knowledge of the average operator $G$. In a frequently employed procedure for evaluation of $G$ one expresses the Fourier ( $\mathbf{k}, \omega$ ) spectrum of $\hat{G}$ in terms of the stochastic $\mathbf{v}, \mathbf{r}, t$ phase space trajectory of an electron in an $\hat{\mathbf{E}}$ field and employs cumulant expansions ${ }^{8}$ to find the ensemble average $G=\langle\hat{G}\rangle$ in terms of various $n$-point averages of $\hat{\mathrm{E}}$. In abstract, however, one has a difficult task of solving the nonlinear equation (20); the complexity of the task arises from the nonlinear nature of $V_{c}$. Since $V_{c}$ is given in (30b) as a series of the form

$$
\begin{equation*}
V_{c}=A_{1}+A_{2}+A_{3} \ldots, \tag{33}
\end{equation*}
$$

a standard perturbative procedure consists of rewriting (20) as

$$
\begin{equation*}
\left(L_{0}-A_{1}-V_{c 1}\right) G=1 \tag{34}
\end{equation*}
$$

with $V_{c 1}=V_{c}-A_{1}$, defining an "unperturbed" operator $G_{1}$ by

$$
\begin{equation*}
\left(L_{0}-A_{1}\right) G_{1}=1=G_{1}\left(L_{0}-A_{1}\right), \tag{35}
\end{equation*}
$$

and deriving in the usual manner the solution

$$
G=\left(1-G_{1} V_{c 1}\right)^{-1} G_{1}
$$

which is expandable as

$$
\begin{equation*}
G=G_{1}+G_{1} V_{c 1} G_{1}+G_{1} V_{c 1} G_{1} V_{c 1} G_{1}+\ldots \tag{36}
\end{equation*}
$$

A familiar choice (Kraichnan, Dupree, Tatarskii) for $A_{1}$ is suggested by the first term in (30b), viz,

$$
\begin{equation*}
A_{1}=\left\langle\tilde{V} G_{1} \tilde{V}\right\rangle \tag{36a}
\end{equation*}
$$

which leads to a nonlinear equation (35) for $G_{1}$ that is solvable for restricted parameter ranges. A less optimum, but explicit, choice (Bourett, ${ }^{2}$ "straight line orbit") is

$$
\begin{equation*}
A_{1}=\left\langle V G_{0} V\right\rangle, \tag{36b}
\end{equation*}
$$

with $G_{0}$ defined by (11) leads to a linear equation for $G_{1}$. In practice one usually employs only the first term $G_{1}$ in the series (35) to approximate $G$, the higher order


FIG. 2. Diagram representation of effective field operator $V_{c}$ : (a) renormalized, (b) conventional; $\rightarrow V_{c}, \circ \rightarrow \tilde{V}$.
terms providing an error estimate. Better perturbative approximations for $G$ are obtainable in a conventional manner by using $A_{1}+A_{2}$ instead of $A_{1}, V_{c 2}=V_{c}-A_{1}-A_{2}$ instead of $V_{c 1}, G_{2}$ instead of $G_{1}$, etc., in (34) and (35).

## IV. REPRESENTATIONS OF $\hat{f}$ AND $\hat{E}$

The derivation in Sec. III of an abstract expression for $\hat{G}$ permits a representation of the solution of Eq. (1) for $\hat{f}$ in terms of the statistical properties of $\hat{\mathbf{E}}$ and of the cross correlation of $\widehat{E}$ with a stochastic distribution function $\hat{f}^{a}$ indicative of the phase space evolution of the statistical initial condition $\hat{f}(\mathbf{v}, \mathrm{r}, 0$ ) in an average background described by $G$. To determine the desired statistical properties of $\hat{E}$ one utilizes the Maxwell equation (2), for $\hat{\mathbf{E}}$ in terms of the above $\hat{f}$ solution, to obtain a defining equation for E in terms of the statistical properties of $\hat{f}^{a}$ and of their cross correlation with the initially prescribed statistics of $\mathbb{E}(\mathbf{r}, 0)$. Such self consistent representations of $\hat{f}$ and $\hat{\mathrm{E}}$ permit one to derive the kinetic equation for particles (i.e., for $f$ ) and the kinetic equation for waves [i.e., for the correlation spectrum density of $\left.\left\langle\widetilde{\mathrm{E}}(\mathrm{r}, t) \widetilde{\mathrm{E}}\left(\mathrm{r}^{\prime}, t^{\prime}\right)\right\rangle\right]$; these kinetic equations are coupled and must be solved self consistently.

The abstract expression for $\hat{G}$ derived in (27), viz,

$$
\begin{equation*}
\hat{G}=G+G \tilde{T}_{c} G \tag{37}
\end{equation*}
$$

explicitly exhibits average and fluctuation components and permits a similar component representation of the abstract solution $\hat{f}$ of the Klimontovitch equation (1). Since $\hat{G}$ arises from a coherent point source, whereas $\hat{f}$ may be regarded as arising from a stochastically dis tributed impulsive source $\hat{s} \rightarrow \hat{f}(\mathrm{v}, \mathrm{r}, 0) \delta(l)$ (representative of the initial excitation), Eq. (1) yields the desired solution

$$
\begin{equation*}
\hat{f}=\hat{f}^{a}+G \tilde{T}_{c} \hat{f}^{a} \tag{37a}
\end{equation*}
$$

where $\hat{f}=\hat{G} \hat{s}$, and where $\hat{f}^{a}=G \hat{s}$ represents the "average" evolution of the stochastic initial state which for $t>0$ satisfies the homogenous equation

$$
\left(L_{0}-V_{c}\right) \hat{f}^{a}=0
$$

The average $f$ follows explicitly from (37a) as* ${ }^{9}$

$$
\begin{equation*}
f=f^{a}+G\left\langle\tilde{T}_{c} \tilde{f}^{a}\right\rangle \tag{37b}
\end{equation*}
$$

whence by subtraction of (37a) and (37b) the fluctuation $\tilde{f}$ is given by

$$
\begin{equation*}
\tilde{f}=\tilde{f}^{a}+G \tilde{T}_{c} f^{a}+G\left(\tilde{T}_{c} \tilde{f}^{a}-\left\langle\tilde{T}_{c} \tilde{f}^{a}\right\rangle\right) \tag{37c}
\end{equation*}
$$

The statistical properties of $\hat{\mathbf{E}}$ follow from $\hat{f}$ in (37a) on use of the Maxwell equation (2). Since this determination is effected in physical $\mathbf{r}$, $t$ space, rather than $\mathrm{v}, \mathrm{r}, t$ phase space, it is convenient to employ in physical space the abstract notation $\hat{f}(\mathbf{v})$ instead of $\hat{f}$, and also $g\left(v, v^{\prime}\right)$ instead of $G, \widetilde{T}_{c}\left(v, v^{\prime}\right)$ instead of $\widetilde{T}_{c}$, etc. Thus, in physical space, the abstract solution (37a) is written

$$
\begin{equation*}
\hat{f}(\mathrm{v})=\hat{f}^{a}(\mathrm{v})+\int g\left(\mathrm{v}, \mathrm{v}_{1}\right) \tilde{T}_{c}\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right) \hat{f}^{a}\left(\mathbf{v}_{2}\right) d \mathrm{v}_{1} d \mathrm{v}_{2} \tag{38}
\end{equation*}
$$

whence on substitution into the Maxwell equation (2) one has exactly
$Y_{u} \cdot \hat{\mathrm{E}}=e \int \mathrm{v} \hat{f}^{a}(\mathrm{v}) d \mathrm{v}+e \int \mathrm{v} g\left(\mathrm{v}, \mathrm{v}_{1}\right) \tilde{T}_{c}\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right) \hat{f}^{a}\left(\mathrm{v}_{2}\right) d \mathrm{v} d \mathrm{v}_{1} d \mathrm{v}_{2}$

Utilizing for simplicity only the first term in the $\tilde{T}_{c}$ ex-
pansion (30a), viz., $\tilde{T}_{c} \simeq \tilde{V} \rightarrow(e / m) \widetilde{\mathrm{E}} \cdot \nabla_{v}$, one approximately reexpresses (39) in physical space as an abstract nonlinear equation for $\hat{E}$ (neglecting nonlinear wave "parametric" and particle damping terms):

$$
\begin{equation*}
\left(Y_{0}-\tilde{V}_{e}\right) \hat{E}=-\hat{J} \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{0} & =Y_{M}+V_{e} \rightarrow Y_{M}-\frac{e^{2}}{m} \int \mathrm{v} g\left(\mathbf{v}, \mathbf{v}_{1}\right) \nabla_{\mathbf{r}_{1}} f^{a}\left(\mathbf{v}_{1}\right) d \mathbf{v} d \mathbf{v}_{1} \\
V_{e} & =V_{e}+\tilde{V}_{e} \rightarrow \frac{e^{2}}{m} \int \mathrm{vg}\left(\mathbf{v}, \mathbf{v}_{1}\right) \nabla_{\mathbf{v}_{1}} \hat{f}^{a}\left(\mathbf{v}_{1}\right) d \mathbf{v} d \mathbf{v}_{1}  \tag{41}\\
\hat{J} & =\hat{J}^{a}+\hat{V}_{B} E+\ldots \\
-\hat{J}^{a} & -e \int \mathbf{v} \hat{f}^{a}(\mathbf{v}) d \mathbf{v}
\end{align*}
$$

Equation (40)has the same abstract form as the Klimontovitch equation (7) for $\hat{f}$, save for the minor addition of the right-hand source term. Thus, as in the case of (10), one introduces an abstract (in $r, t$ space) stochastic Green's function $\hat{Z}$ by

$$
\begin{equation*}
\left(Y_{0}-\tilde{V}_{e}\right) \hat{Z}+1 \tag{42}
\end{equation*}
$$

whose abstract solution is isomorphic to that given in (23), namely,

$$
\begin{equation*}
\hat{Z}=Z+Z \tilde{T}_{c e} Z \tag{43}
\end{equation*}
$$

where the ensemble averaged Green's function $Z$ is defined as in (20) by

$$
\begin{equation*}
\left(Y_{0}-V_{c Q}\right) Z=1 \tag{44}
\end{equation*}
$$

$V_{c s}$, the "modified" medium operator, being indicative on the average of wave (quasiparticle) scattering by electron density fluctuations. As in (30) the first few terms in the expandable representation of $\tilde{T}_{c e}$ and $V_{c e}$ are

$$
\begin{align*}
& \tilde{T}_{c e}=\tilde{V}_{e}+\tilde{V}_{e} Z \tilde{V}_{e}-\left\langle\tilde{V}_{e} Z \tilde{V}_{e}\right\rangle+\ldots  \tag{45a}\\
& V_{c e}=\left\langle\tilde{V}_{e} Z \tilde{V}_{e}\right\rangle+\left\langle\tilde{V}_{e} Z \tilde{V}_{e} Z \tilde{V}_{e}\right\rangle+\ldots \tag{45b}
\end{align*}
$$

One then infers from (43) the desired abstract representation of the solution $\hat{E}$ of (41) as

$$
\begin{equation*}
\hat{E}=\hat{E}_{\alpha}+Z \tilde{T}_{c e} \hat{E}_{\alpha} \tag{46a}
\end{equation*}
$$

where $\hat{E}_{\alpha}$, the stochastic electric field excited by both the initial condition [impulse $\left.\hat{J}^{s} \rightarrow \epsilon_{0} \hat{\mathbf{E}}(r, 0) \delta(t)\right]$ and the current source $\hat{J}$ acting in an average medium with wave propagation described by $Z$, is

$$
\hat{E}_{\alpha}=\hat{E}^{a}-Z \hat{J}=-Z\left(\hat{J}^{s}+\hat{J}\right)
$$

the stochastic field $\hat{E}^{a}=-Z \hat{J}^{s}$ evidently represents the evolution of the stochastic initial field $\hat{\mathbf{E}}(\mathbf{r}, 0)$ in the average medium described by $Z$. From (46a) the ensemble average $E$ follows as

$$
\begin{equation*}
E=E_{\alpha}+Z\left\langle\tilde{T}_{c e} \tilde{E}_{\alpha}\right\rangle \tag{46b}
\end{equation*}
$$

and the fluctuation $\tilde{E}$ as

$$
\begin{equation*}
\tilde{E}=\tilde{E}_{\alpha}+Z \tilde{T}_{c e} E_{\alpha}+Z\left(\tilde{T}_{c e} \tilde{E}_{\alpha}-\left\langle\tilde{T}_{c e} \tilde{E}_{\alpha}\right\rangle\right) \tag{46c}
\end{equation*}
$$

The coupled equations (37) and (46) comprise the desired self consistent representations of $\hat{f}$ and $\hat{E}$.

One can rewrite the "integral representations" (37
$a, b, c$ ) in "differential equation" form as

$$
\begin{equation*}
\left(L_{0}-V_{c}\right) \hat{f}=\tilde{T}_{c} \hat{f}^{a} \tag{47a}
\end{equation*}
$$

whose average and fluctuation components are

$$
\begin{align*}
& \left(L_{0}-V_{c}\right) f=\left\langle\tilde{T}_{c} \tilde{f}^{a}\right\rangle  \tag{47b}\\
& \left(L_{0}-V_{c}\right) \tilde{f}=\tilde{T}_{c} f^{a}+\left(\tilde{T}_{c} \tilde{f}^{a}-\left\langle\tilde{T}_{c} \tilde{f}^{a}\right\rangle\right) \tag{47c}
\end{align*}
$$

From the definition of $\hat{f}^{a}$ given in connection with (37a) and with the use of Eq. (20) for $G$, one observes that, subsequent to the excitation $\hat{s}$, Eq. (47a) rephrases the original Klimontovitch equation (7) in terms of a renormalized coherent operator $L_{0}-V_{c}$ and a stochastic source $\widetilde{T}_{c} \hat{f}^{a}$, both of which are formally expressed in terms of the statistical properties of $\tilde{E}$ and $\tilde{f}^{a}$. Equation (47b) leads to an abstract version of a generalized Lenard-Balescu or Fokker-Planck equation ( $a$ kinetic equation for particles) provided the right-hand source term, which is dependent on the correlation of $\tilde{E}$ and $\tilde{f^{a}}$, is evaluated with the aid of the Maxwell equations. Equations (47b) and (47c) display the coupling and dependence of the background $f$ and fluctuation $f$ on the statistical properties of the electric field $E$.

Correspondingly, subsequent to initial excitation, the integral representations (46) of $\hat{E}$ can be rewritten in "differential equation" form as

$$
\begin{equation*}
\left(Y_{0}-V_{c \theta}\right) \hat{E}=-\hat{J}+\tilde{T}_{c e} \hat{E}_{\alpha} \tag{48a}
\end{equation*}
$$

whose average and fluctuation components are manifestly

$$
\begin{align*}
& \left(Y_{0}-V_{c \varepsilon}\right) E=-J+\left\langle\widetilde{T}_{c e} \widetilde{E}_{\alpha}\right\rangle  \tag{48b}\\
& \left(Y_{0}-V_{c e}\right) \tilde{E}=-\tilde{J}+\widetilde{T}_{c e} E_{\alpha}+\left(\widetilde{T}_{c e} \tilde{E}_{\alpha}-\left\langle\widetilde{T}_{c e} \tilde{E}_{\alpha}\right\rangle\right) \tag{48c}
\end{align*}
$$

From the definition of $E_{\alpha}$ and $E^{a}$ given under (46a), it is evident that for $t>0$

$$
\begin{equation*}
\left(Y_{0}-V_{c \varepsilon}\right) \hat{E}_{\alpha}=-\hat{J} \text { and }\left(Y_{0}-V_{c \varepsilon}\right) \hat{E}^{\alpha}=0 \tag{49}
\end{equation*}
$$

Equation (48a) constitutes the desired rephrasing of the self consistent Maxwell equation (40)in terms both of a renormalized coherent admittance operator $Y_{0}-V_{c o}$ and of stochastic source terms dependent on the statistical properties of $\hat{f}^{a}$ and on $Z$; the term $V_{c \varepsilon}$ is indicative of anomalous wave absorption. The average equation (48b) is used to determine the evolution of the background field $E$, whereas the $\tilde{E}$ fluctuation equation ( 48 c ) provides a means for deriving the kinetic equation for the wave fluctuations.

## V. KINETIC EQUATIONS

Kinetic equations, which provide an average macroscopic description of a turbulent field, generally involve a coupling of certain measures of the background and fluctuation fields. In an electron plasma the background measures are provided by average fields $f(\mathrm{v}, \mathrm{r}, t)$, $\mathbf{E}(\mathbf{r}, t)$ which are normally weakly varying in space and time. On the other hand, the fluctuation fields $\tilde{f}(\mathbf{v}, \mathbf{r}, t)$, $\widetilde{E}(\mathbf{r}, t)$ are rapidly varying stochastic fields that must be correlated to obtain the desired macroscopic measures. To this end it is first desirable to transform the fast $r, t$ dependence of the fluctuation fields. Thus, for example, the electric field $\widetilde{E}$ is represented in terms of its Fourier-Laplace amplitude $\widetilde{\mathbf{E}}_{k \omega}$ by ${ }^{10}$

$$
\begin{equation*}
\tilde{\mathbf{E}}(\mathbf{r}, t)=\sum_{k, \omega} \tilde{\mathbf{E}}_{k \omega} \exp [i(\mathbf{k} \cdot \mathbf{r}-\omega t)] \tag{50}
\end{equation*}
$$

whence the " 2 -point autocorrelation" of the electric field may be spectrally represented as

$$
\begin{equation*}
\left\langle\tilde{\mathbf{E}}(\mathbf{r}, t) \tilde{\mathbf{E}}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle=\sum_{\mathbf{k}, \omega} \boldsymbol{g}_{k \omega}\left(\mathbf{r}^{\prime}, t^{\prime}\right) \exp \left[i\left(\mathbf{k} \cdot \mathbf{r}^{\prime \prime}-\omega t^{\prime \prime}\right)\right] \tag{51a}
\end{equation*}
$$

with the (dyadic) "correlation spectrum" $\mathcal{E}_{k \omega}$ given by

$$
\begin{equation*}
\mathcal{E}_{\mathbf{k} \omega}(\mathbf{r}, t)=\sum_{\mathbf{k}^{\prime \prime}, \omega^{\prime \prime}}\left\langle\tilde{E}_{k \omega} \tilde{E}_{\mathbf{k}^{\prime} \omega^{\prime}}^{*}\right\rangle \exp \left[i\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{r}-\omega^{\prime \prime} t\right)\right] \tag{51b}
\end{equation*}
$$

where $\mathbf{r}^{\prime \prime}=\mathbf{r}-\mathbf{r}^{\prime}, t^{\prime \prime}=t-t^{\prime}$ and $\mathbf{k}^{\prime \prime}=\mathbf{k}-\mathbf{k}^{\prime}, \omega^{\prime \prime}=\omega-\omega^{\prime}$ are fast space-time variables and slow "frequency" variables, respectively. The correlation spectrum $\mathcal{E}_{k \omega}(\mathbf{r}, t)$ generally varies slowly in space-time, and for given $\mathbf{k}$ possesses poles at complex $\omega=\omega_{B}(\mathbf{k})$; the latter reveal the possible collective oscillatory wave excitation and correlation damping of the plasma field. Accordingly, one integrates the trace $\mathcal{E}_{k \omega}=\mathcal{E}_{k \omega}$ over a suitable Laplace contour $C$ and thereby obtains via residues

$$
\begin{equation*}
\int_{C} \mathcal{E}_{k \omega}(\mathbf{r}, t) \frac{d \omega}{2 \pi}=\sum_{\beta} \mathcal{E}_{\beta}(\mathbf{k}, \mathbf{r}, t) \tag{52}
\end{equation*}
$$

where the "kinetic" correlation spectrum $\mathcal{E}_{\beta}$ is characteristic of the $\beta$ th collective wave type. The $\mathcal{E}_{\beta}(\mathrm{k}, \mathrm{r}, t)$ play the role of kinetic (phase space) distribution functions descriptive of $\beta$ type quasiparticles of momentum $k$ and position $r$ and are analogous to the distribution functions $f_{a}(\mathbf{v}, \mathrm{r}, t)$ descriptive of $a$ type particles of velocity $v$ and position $r$. It is to be noted from (51a) and (52) that the total wave (fluctuation) energy density at $r, t$ is proportional to the scalar

$$
\begin{equation*}
\left\langle\tilde{\mathbf{E}}(\mathbf{r}, t)^{2}\right\rangle=\sum_{\mathbf{k}} \sum_{\beta} \mathcal{E}_{\beta}(\mathbf{k}, \mathbf{r}, t) \tag{53}
\end{equation*}
$$

A basic (initial value) problem in plasma turbulence specifies the particle distribution function $f(\mathbf{v}, \mathbf{r}, 0)$ and the correlation spectra $\mathcal{E}_{\beta}(\mathrm{k}, \mathrm{r}, 0)$ at $t=0$ and inquires as to their subsequent temporal evolution. At any time $t$ the distribution $f(\mathrm{v}, \mathrm{r}, t)$ is determined by the "kinetic equation for particles" which is directly derivable from the formally exact abstract equation (37b). A corresponding "kinetic equation for waves," derivable after some manipulation from the abstract equation (48c) yields the evolution of $\mathcal{E}(\mathbf{k}, \mathrm{r}, t)$. To illustrate the derivation of these kinetic equations from the abstract solutions in Sec. IV we shall retain for an electron plasma only leading terms in the series representations of $\widetilde{T}_{c}, V_{c}$ and $\widetilde{T}_{c e}, V_{c e}$ in Eqs. (37) and (48). In obtaining (48) we have neglected terms in (40) involving higher than 2-point correlations; inclusion of the next order terms would require a self-consistent treatment of 3point correlations including the initial conditions. This truncation approximation implies a limitation on the strong turbulence applicability of the results, but does include nonlinear and trapping effects beyond the quasilinear level.

To make explicit the derivation of the kinetic equation of waves from Eq. (48c), we first transform the fast $r, t$ dependence of the latter into a $\mathbf{k}, \omega$ basis wherein it takes the form

$$
\begin{equation*}
\mathscr{Y}(\mathbf{k}, \omega) \cdot \tilde{\mathbf{E}}_{k \omega}=-\tilde{J}_{\mathbf{k} \omega}^{a}+\ldots \tag{54}
\end{equation*}
$$

with the nonlinear plasma admittance $U$ given by

$$
\begin{gathered}
y(k, \omega)=G(\mathbf{k}, \omega)-i B(\mathbf{k}, \omega)=1 / Z(\mathbf{k}, \omega) \\
\simeq-i \omega \epsilon_{0}\left[1+\left(1-\frac{k^{2} c^{2}}{\omega^{2}}\right) 1_{T}\right]-\frac{e^{2}}{m} \int \mathbf{v} g_{k \omega}\left(\mathbf{v}, \mathbf{v}^{\prime}\right) \nabla_{v^{\prime}} f^{a}\left(\mathbf{v}^{\prime}\right) d \mathbf{v} d \mathbf{v}^{\prime}+\ldots
\end{gathered}
$$

and

$$
\begin{aligned}
& Z(\mathbf{k}, \omega)=R(\mathbf{k}, \omega)-i \chi(\mathbf{k}, \omega), \\
& -\tilde{\mathbf{J}}_{\mathbf{k} \omega}^{a}=e \int \mathrm{v} \tilde{f}_{\mathbf{k} \omega}^{a}(\mathrm{v}) d \mathbf{v} .
\end{aligned}
$$

For simplicity, terms corresponding to $\tilde{V}_{e} Z\left\langle\tilde{V}_{e}\left(\tilde{E}^{a}\right.\right.$ $\left.\left.-\tilde{J}^{u}\right)\right\rangle$, etc., on the right side of (54), and the anomalous absorption term $V_{c \varepsilon}$ in $Y(\mathbf{k}, \omega)$ have been omitted. For notational simplicity the weak $\mathbf{r}, t$ dependence of average quantities such as $f^{a}(\mathbf{v}, \mathbf{r}, t)$ and $g\left(\mathbf{v}, \mathbf{r}, t ; \mathbf{v}^{\prime}, \mathbf{r}^{\prime}, t^{\prime}\right)$ has not been explicitly indicated. The quantity $\mathbf{1}_{L}=\mathbf{k}_{0} \mathbf{k}_{0}$ denotes the longitudinal unit dyadic, $1_{T}=1-1_{L}$ is the transverse unit dyadic, and the unit vector $\mathrm{k}_{0}=\mathbf{k} /|\mathbf{k}|$ denotes the propagation direction of the $\mathrm{k}, \omega$ wave.

From (54), one forms the autocorrelation relation
 or, in an evident and more succinct dyadic notation,

$$
\begin{equation*}
y^{+}\left(\mathbf{k}^{\prime} \omega^{\prime}\right):\left\langle\widetilde{\mathbf{E}}_{\mathbf{k} \omega} \tilde{\mathbf{E}}_{\mathbf{k}^{\prime} \omega^{\prime}}^{*}\right\rangle=Z(\mathbf{k}, \omega):\left\langle\tilde{J}_{k \omega}^{a} \tilde{J}_{\mathbf{k}^{\prime} \omega^{\prime}}^{a *}\right\rangle \tag{55}
\end{equation*}
$$

where $y^{+}$is the adjoint to $y$, i.e., the transposed conjugate dyadic. On inverse transformation of (55) with respect to the slow frequency variables $\mathbf{k}^{\prime \prime}, \omega^{\prime \prime}$, there is obtained via (51b)

$$
\begin{equation*}
Y^{+}\left(\mathbf{k}-\frac{\nabla}{i}, \omega+\frac{1}{i} \frac{\partial}{\partial t}\right): \mathcal{E}_{k \omega}(\mathbf{r}, t)=Z(\mathbf{k}, \omega): g_{\mathbf{k} \omega}^{a}(\mathbf{r}, t) \tag{56}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{F}_{\mathbf{k} \omega}^{a}=e^{2} \int \mathbf{v} \mathbf{v}^{\prime} \mathcal{F}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}, \mathrm{v}^{\prime}\right) d \mathbf{v} d \mathbf{v}^{\prime} \\
& \mathcal{F}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}, \mathrm{v}^{\prime}\right)=\sum_{\mathbf{k}^{\prime \prime}, \omega^{\prime \prime}}\left\langle\tilde{f}_{\mathbf{k} \omega}^{a}(\mathbf{v}) \tilde{f}_{\mathbf{k}^{*} \omega^{*}}^{a}\left(\mathrm{v}^{\prime}\right)\right\rangle \exp \left[i\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{r}-\omega^{\prime \prime} t\right)\right] \tag{56a}
\end{align*}
$$

In (56a) the weak $r, t$ dependence of the current correlation spectrum $g_{k \omega}^{a}$ and density correlation spectrum $\mathcal{F}_{\mathrm{k} \omega}^{a}$ is implicit.

For fixed $\mathbf{k}$ the plasma impedance $Z(\mathbf{k}, \omega)$ exhibits both branch line and pole singularities in the complex $\omega$-space. A two sheeted Riemann surface is required to display this $\omega$ dependence of the dyadic components of $Z(k, \omega)$; in the isotropic case, where $Z$ is diagonal, only longitudinal and transverse components are relevant. Poles of $Z(\mathbf{k}, \omega)$ occur at $\omega=\bar{\omega}_{\beta}(\mathbf{k})=\omega_{\beta}-i \gamma_{\beta}$, corresponding to the zeros of $\operatorname{det} y(k, \omega)$, and define the dispersion relations $\omega_{\beta}(\mathbf{k})$ and the damping (or growth) rates $\gamma_{B}(k)$ of the collective modes of the plasma. Poles (if any) lying on the so-called physical sheet [wherein $Z(k, \omega)$ vanishes suitably for infinite $\omega]$ yield the discrete (unstable) eigenmode spectrum. The poles on the unphysical sheet correspond to the so-called quasimodes (the damped Landau modes of plasma theory) whose utility lies in the fact that they provide a rapidly convergent equivalent of the continuous eigenmode representation of the field. ${ }^{11}$

To determine $\mathcal{E}_{\beta}(\mathbf{k}, \mathbf{r}, t)$ defined in (52), it is first necessary to integrate $\boldsymbol{E}_{\mathbf{k} \omega}$ of (56) over a suitable $\omega^{-}$ contour $C$. The singularities of $Z(k, \omega)$ and the disposition of the Laplace contour $C$ on the relevant two sheeted Riemann surface are shown in Fig. 3. After bringing $Y^{+}$to the right side of (56), one integrates $\boldsymbol{\mathcal { E }}_{\mathbf{k} \omega}$ over the contour $C$, which runs above the poles $\bar{\omega}_{B}$ in the physical sheet and is closed in the lower half of the unphysical $\omega$ - sheet by a semicircle $C^{\prime}$ at $\infty$. An implicit conver-
gence factor $\left[\exp \left(-i \omega t^{\prime \prime}\right)\right.$ with $\left.t^{\prime \prime}=0+\right]$ assures vanishing of the contribution on the semicircle, whence, by residue theory each pole within the closed contour $C$ yields via (52), the result

$$
\begin{equation*}
y^{+}\left(\mathbf{k}-\frac{\nabla}{i}, \bar{\omega}_{\beta}+\frac{1}{i} \frac{\partial}{\partial t}\right): \delta_{\beta}(\mathbf{k}, \mathbf{r}, t)=\left(\frac{i \partial y\left(\mathbf{k}, \bar{\omega}_{\beta}\right)}{\theta \omega}\right)^{-1}: g_{\mathbf{k} \omega_{\beta}}^{a}(\mathbf{r}, t) \tag{57}
\end{equation*}
$$

In an isotropic electron plasma, wherein $Y=Y_{L} 1^{1}+Y_{T} \mathbf{1}_{T}$ and the zeros of $Y_{L}$ and $Y_{T}$ are close to the real $\omega$-axis, one finds, on noting the admittance decomposition in (54), for both $Y_{L}$ and $Y_{T}$ (and hence the subscript is omitted), that

$$
\begin{aligned}
& Y\left(\mathbf{k}, \omega_{\beta}\right) \approx G\left(\mathbf{k}, \omega_{\beta}\right) \text { since } B\left(\mathbf{k}, \omega_{\beta}\right) \approx 0 \\
& i \frac{\partial Y}{\partial \omega}\left(\mathbf{k}, \omega_{\beta}\right) \approx \frac{\partial B}{\partial \omega}\left(\mathbf{k}, \omega_{\beta}\right)
\end{aligned}
$$

and

$$
\begin{align*}
& \gamma_{\beta}=G\left(\mathbf{k}, \omega_{\beta}\right) / \frac{\partial B}{\partial \omega}\left(\mathbf{k}, \omega_{\beta}\right) \\
& \nabla_{\mathbf{k}} \omega_{\beta}=-\nabla_{\mathbf{k}} B\left(\mathbf{k}, \omega_{\beta}\right) / \frac{\partial B}{\partial \omega}\left(\mathbf{k}, \omega_{\beta}\right) \\
& \nabla \omega_{\beta}=\nabla B\left(\mathbf{k}, \omega_{\beta}\right) / \frac{\partial B}{\partial \omega}\left(\mathbf{k}, \omega_{\beta}\right) \tag{58}
\end{align*}
$$

where an implicit weak dependence of $Y$, and hence $B$, on $r, t$ is to be remembered. In view of (58) one infers from (57) that, if $\mathcal{E}_{\beta}(\mathbf{k}, \mathbf{r}, t)$ (for either a longitudinal or transverse component) is weakly varying in space and time (neglecting nonlinear "parametric" terms),

b) Unphysical Sheet

FIG. 3. Singularities of $\mathbf{Z}(\mathbf{k}, \omega)$ : (a) physical sheet, (b) unphysical sheet.

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\nabla_{\mathbf{k}} \omega_{\beta} \cdot \nabla-\nabla \omega_{\beta} \cdot \nabla_{k}\right) \mathcal{E}_{\beta}=2 \gamma_{\beta} \mathcal{E}_{\beta}-\frac{g_{\mathbf{k} \omega_{\beta}}^{a}}{\left[\partial B\left(\mathbf{k}, \omega_{\beta}\right) / \partial \omega\right]^{2}} \tag{59}
\end{equation*}
$$

which defines the desired kinetic equation of waves for the kinetic correlation spectrum $\mathcal{E}_{\beta}(\mathbf{k}, \mathbf{r}, t)$ of the $\beta$ th collective wave type.

The kinetic equation for particles follows from the abstract Eq. (47b) on explicit representation of both the operator $V_{c}$ and the expression $\left\langle\widetilde{T}_{c} \widetilde{f}^{\tilde{a}}\right\rangle$ in terms of autocorrelations of $\widetilde{E}$ and $\widetilde{f}^{a}$. In (47b) $V_{c}$ operates on a weakly varying function, whence it is representable via (30b) in the form

$$
\begin{equation*}
V_{c} \rightarrow \nabla_{\nabla} \cdot D(\mathbf{v}, \mathbf{r}, t) \cdot \nabla_{\nabla} \tag{60}
\end{equation*}
$$

with, if only the leading term in (30b) is retained, the velocity diffusion coefficient $D$ given by
$D(\mathbf{v}, \mathbf{r}, t) \simeq \frac{e^{2}}{m^{2}} \int g\left(\mathbf{v}, \mathbf{r}, t ; \mathbf{v}^{\prime}, \mathbf{r}^{\prime} t^{\prime}\right)\left\langle\underset{\mathbf{E}}{\mathbf{N}}(\mathbf{r}, t) \stackrel{\mathbf{N}}{\mathrm{E}}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle d \mathbf{v}^{\prime} d \mathbf{r}^{\prime} d t^{\prime}$.

In a $\mathbf{k}, \omega$ basis the integral in (60a) can be expressed as

$$
\begin{equation*}
D(\mathbf{v}, \mathbf{r}, t)=\frac{e^{2}}{2 m^{2}} \sum_{\mathbf{k}, \omega} \int\left[g_{\mathbf{k}, \omega}\left(\mathbf{v}, \mathbf{v}^{\prime}\right)+g_{\mathbf{k}, \Omega}^{*}\left(\mathbf{v}, \mathrm{v}^{\prime}\right)\right] \mathcal{\delta}_{\mathbf{k} \omega}(\mathbf{r}, t) d \mathbf{v}^{\prime} \tag{60b}
\end{equation*}
$$

where $\mathbf{K}=\mathbf{k}-\nabla / i$ and $\Omega=\omega+(1 / i)(\partial / \partial t)$ denote operators, and where despite the weak $r, t$ dependence of $g_{\mathbf{k} \omega}$, the space and time derivatives $\nabla, \partial / \partial t$ are assumed to act only on $\mathcal{E}_{\mathbf{k} \omega}(\mathbf{r}, t)$. For the steady state, wherein $\boldsymbol{\varepsilon}_{\mathbf{k} \omega}(\mathbf{r}, t)$ $=\boldsymbol{\mathcal { E }}_{\mathbf{k} \omega}$ is independent of $\mathrm{r}, t$, Eq. (60b) simplifies to the familiar form

$$
\begin{equation*}
D(\mathbf{v})=\frac{e^{2}}{m^{2}} \sum_{\mathbf{k}, \omega} \int \operatorname{Re} g_{\mathbf{k} \omega}\left(\mathbf{v}, \mathbf{v}^{\prime}\right) \boldsymbol{g}_{\mathbf{k} \omega} d \mathbf{v}^{\prime} \tag{60c}
\end{equation*}
$$

Similarly, from (30a) the abstract expression $\left\langle\widetilde{T}_{c} \tilde{f}^{a}\right\rangle$ can be exactly represented as

$$
\begin{equation*}
\left\langle\tilde{T}_{c} \tilde{f}^{a}\right\rangle \rightarrow \nabla_{v} \cdot \mathbf{A}(\mathbf{v}, \mathbf{r}, t) \tag{61}
\end{equation*}
$$

where, if only the leading term in (30a) is retained,

$$
\begin{equation*}
\mathbf{A}(\mathbf{v}, \mathbf{r}, t) \simeq \frac{e}{m}\left\langle\tilde{\mathbf{E}}(\mathbf{r}, t) \tilde{f}^{a}(\mathbf{v}, \mathbf{r}, t)\right\rangle \tag{61a}
\end{equation*}
$$

In a $k, \omega$ basis (61a) becomes

$$
\begin{aligned}
\mathbf{A}(\mathbf{v}, \mathbf{r}, t)= & \frac{e}{2 m} \sum_{\substack{\mathbf{k}, \omega \\
\mathbf{k}, \omega^{\prime \prime}}} \int\left\langle\tilde{\mathbf{E}}_{\mathbf{k} \omega} \tilde{f}_{\mathbf{k} \omega^{\prime}}^{a *}(\mathbf{v})+\tilde{\mathbf{E}}_{\mathbf{k} \psi^{\prime}}^{*} \tilde{f}_{\mathbf{k} \omega}^{a}(\mathbf{v})\right\rangle \\
& \times \exp \left[i\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{r}-\omega^{\prime \prime} t\right)\right]
\end{aligned}
$$

whence, using the approximation (54) and inferring therefrom that

$$
\tilde{\mathbf{E}}_{\mathbf{k} \omega}=\tilde{\mathbf{E}}_{\mathbf{k} \omega}^{a}-Z(\mathbf{k}, \omega) \cdot \tilde{\mathrm{J}}_{\mathbf{k} \omega}^{a}
$$

with $y(\mathbf{k}, \omega) \cdot \widetilde{\mathbf{E}}_{\mathbf{k} \omega}^{a}=0$ and $-\widetilde{\mathbf{J}}_{\mathbf{k} \omega}^{a}=e \int \mathbf{v}^{\prime} \tilde{f}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}^{\prime}\right) d \mathbf{v}^{\prime}$, one expresses A as

$$
\begin{align*}
\mathbf{A}(\mathbf{v}, \mathbf{r}, t)= & \frac{e^{2}}{2 m} \sum_{\mathbf{k}, \omega}\left[Z(\mathbf{k}, \omega)+Z^{*}\left(\mathbf{k}-\frac{\nabla}{i}, \omega+\frac{1}{i} \frac{\partial}{\partial t}\right)\right] \\
& \cdot \int \mathbf{v}^{\prime} \mathcal{F}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}, \mathbf{v}^{\prime}\right) d \mathbf{v}^{\prime} \tag{61b}
\end{align*}
$$

provided the "incident field" $\mathbf{E}_{\mathbf{k} \omega}^{a}$ and $\tilde{f}_{\mathbf{k} \omega}^{a}$, are assumed to be uncorrelated, a restriction that can be readily removed.

The space-time derivatives $\nabla, \partial / \partial t$ are assumed in general to operate upon the weak implicit $r, t$ dependence of the correlation spectrum

$$
\begin{equation*}
\mathcal{f}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}, \mathrm{v}^{\prime}\right)=\sum_{\mathbf{k}^{\prime \prime} \omega^{\prime \prime}}\left\langle\tilde{f}_{\mathbf{k} \omega}(\mathrm{v}) \widetilde{f}_{\mathbf{k}^{\prime} \omega^{\prime}}^{a^{*}}\left(\mathbf{v}^{\prime}\right)\right\rangle \exp \left[i\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{r}-\omega^{\prime \prime} t\right)=\bar{f}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}^{\prime} \mathbf{v}\right)\right. \tag{62}
\end{equation*}
$$

In the steady state where $\mathcal{F}_{k \omega}^{a}$ is independent of $\mathbf{r}$ and $t$, (61b) becomes

$$
\begin{equation*}
\mathbf{A}(\mathbf{v})=\frac{e^{2}}{m} \sum_{\mathbf{k}, \omega} R(\mathbf{k}, \omega) \cdot \int \mathbf{v}^{\prime} \mathcal{F}_{\mathbf{k} \omega}^{a}\left(\mathbf{v}, \mathbf{v}^{\prime}\right) d \mathbf{v}^{\prime} \tag{61c}
\end{equation*}
$$

where $R(\mathbf{k}, \omega)$ is the plasma resistance dyadic defined in connection with Eq。(54).

With determination in (60), (61) of $D$ and $\mathbf{A}$ the particle kinetic equation (47b) assumes the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\mathrm{v} \cdot \nabla-\frac{e}{m} \mathbf{E} \cdot \nabla_{v}-\nabla_{v} \cdot D \cdot \nabla_{v}\right) f(\mathbf{v}, \mathrm{r}, t)=\nabla_{v} \cdot \mathbf{A} \tag{63}
\end{equation*}
$$

Because of the source term on the right, (63) differs from the conventional Fokker-Planck equation frequently employed to define the background particle distribution; only in the near equilibrium case wherein $A=A . f$ can (63) be identified with the Fokker-Planck equation.

The kinetic equations (59) and (63) provide the desired, albeit implicit, description of the evolution of the background and fluctuation properties of a simple turbulent plasma. Their use is predicated upon a knowledge of $\bar{\omega}_{\beta}=\omega_{\beta}-i \gamma_{\beta}, g_{\mathbf{k} \omega_{b}}, \partial B\left(\mathbf{k}, \omega_{b}\right) / \partial \omega$, and $D, \mathbf{A}$, which in turn demand a knowledge of $g_{\mathbf{k} \omega}, Z(\mathbf{k}, \omega), \mathcal{F}_{\mathbf{k} \omega}^{a}$, and these in turn depend on the desired kinetic fields $f$ and $\mathcal{E}_{\beta}$ in (59) and (63). This tailchasing difficulty reflects the nonlinear nature of plasma turbulence and appears to be resolvable via numerical methods. Computer runs are providing interesting insights into the solution of these kinetic equations both in the transient and steady state.

## VI. CONCLUSION

The perturbation formalism discussed above and employed to derive the kinetic equation for particles (63) and for waves (59) has the virtue of explicitly admitting higher order nonlinear corrections to the transport coefficients $D$ and $A$ as well as to the collective wave frequency $\omega_{\beta}$ and growth (or damping) rate $\gamma_{\beta}$. Although particle trapping is partially taken into account through the nonlinear dependence of the plasma admittance $y$ on the field correlation $\mathcal{E}$, the rapidity of convergence of the representation of this dependence has to be explored. The basic result derived herein is contained in Eq. (37). Its use in deriving kinetic equations is illustrated in Sec. V, wherein for an electron plasma some nonlinear wave-wave (parametric) and wave - particle (damping) effects have been omitted for simplicity.
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# Distribution of the lowest eigenvalue for a class of random matrices 
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The random matrix theory is applied to the ensemble of partially diagonalized shell-model Hamiltonian matrices. Using the analogy with the distribution of the poles of the unitary collision matrix, an expression for the joint probability density function of the eigenvalues is derived for the present ensemble. An approximation is used to work out a closed form expression for the probability density function of the lowest eigenvalue. Two simple examples are considered to see what this probability density function looks like.

## I. INTRODUCTION

In many of the nuclear spectroscopy calculations one uses a shell-model Hamiltonian which operates in a fairly large space, called the spectroscopic space. This is obtained by distributing a given number of nucleons among some set of single-particle states. It is obvious that the dimensions of such a space will increase quite rapidly as the number of nucleons and the number of available single-particle states increase. Since it is difficult to handle such large spectroscopic spaces exactly one very often uses the approximation of truncation of the given space. Even if one has devised some simple procedure for such a truncation, one would still like to see whether there is some way of knowing how large are the effects of truncation.

We know that random matrix theory ${ }^{1}$ has been used quite successfully in the past to study the distribution of the widths and the positions of the compound nucleus resonances where it was difficult to know the detailed knowledge of the matrix elements of the compound nucleus Hamiltonian which are very many in number. We would like to see if these ideas could also be used in nuclear spectroscopy calculations. Unlike the compound nucleus our knowledge of the shell model tells us that we can subdivide the spectroscopic space into smaller subspaces. These subspaces can be conveniently defined, e.g., by specifying the number of nucleons in various single-particle states. Since the dimensions of these subspaces are small, the shell-model Hamiltonian can be diagonalized in them. We can then introduce the statistical methods to handle the interactions between various subspaces.

Earlier we had used ${ }^{2}$ the statistical ideas to derive an exact expression in terms of the centroids and the partial width ${ }^{3}$ for the mixing of two approximate symmetries of the Hamiltonian. The purpose of the present work is to consider a Hamiltonian matrix with two subspaces and to derive the joint distribution of its eigenvalues. This joint distribution together with an approximation will be used to find a closed-form expression for the distribution of its lowest eigenvalue. A plot of this distribution is shown for two simple examples considered in Sec. IV.

## II. JOINT DISTRIBUTION OF THE EIGENVALUES

Let us consider an ensemble of Hamiltonian matrices, the matrix elements of which are given by

$$
\begin{equation*}
H_{\mu \nu}=\delta_{\mu \nu} \lambda_{\mu}+\left(1-\delta_{\mu \nu}\right)\left(\delta_{\mu 1} H_{1 \nu}+\delta_{\nu 1} H_{1 \mu}\right) \tag{1}
\end{equation*}
$$

where $\lambda_{\mu}(\mu=1,2, \ldots, N)$ are fixed diagonal elements and $H_{1 \nu}(\nu \neq 1)$ are off-diagonal elements. We assume that each of these off-diagonal elements has a Gaussian distribution with the same dispersion $\sigma$. We would like to derive the joint distribution of the eigenvalues $E_{\mu}$ of this matrix.

To do this we write the following identity in $E$ which connects the eigenvalues $E_{\mu}$ with the elements $\lambda_{\mu}$ and $H_{1 \mu}$.

$$
\begin{equation*}
\prod_{\mu=1}^{N}\left(E-E_{\mu}\right) \equiv \prod_{\mu=1}^{N}\left(E-\lambda_{\mu}\right)-\sum_{\nu=2}^{N} H_{1 \nu}^{2} \prod_{\mu \neq 1, \nu}\left(E-\lambda_{\mu}\right) \tag{2}
\end{equation*}
$$

By equating various powers of $E$ in the above identity, we obtain the following relations:

$$
\begin{align*}
& \sum_{\mu=1}^{N} E_{\mu}=\sum_{\mu=1}^{N} \lambda_{\mu},  \tag{3a}\\
& \sum_{\mu\langle\nu}^{N} E_{\mu} E_{\nu}=\sum_{\mu<\nu} \lambda_{\mu} \lambda_{\nu}-\sum_{\mu=2}^{N} H_{1 \mu}^{2},  \tag{3b}\\
& \vdots  \tag{3c}\\
& \prod_{\mu=1}^{N} E_{\mu}=\prod_{\mu=1}^{N} \lambda_{\mu}-\sum_{\nu=2}^{N} H_{1 \nu}^{2}\left(\prod_{\mu \neq 1, \nu} \lambda_{\mu}\right) .
\end{align*}
$$

Relations (3) tell us that the problem of finding the joint distribution of $E_{\mu}$ is similar to that of the distribution of the poles of the unitary collision matrix. ${ }^{4}$ As in Ref. 4 we first introduce a new set of variables defined by

$$
\begin{align*}
& v_{1}=\sum_{\mu<\nu}\left(\lambda_{\mu} \lambda_{\nu}-E_{\mu} E_{\nu}\right),  \tag{4a}\\
& v_{2}=\sum\left(\lambda_{\mu} \lambda_{\nu} \lambda_{\alpha}-E_{\mu} E_{\nu} E_{\alpha}\right),  \tag{4b}\\
& \vdots  \tag{4c}\\
& v_{N-1}=\prod_{\mu=1}^{N} \lambda_{\mu}-\prod_{\mu=1}^{N} E_{\mu},
\end{align*}
$$

and derive an expression for their joint distribution. The indices $\mu, \nu, \alpha$ in relation (4b) are all different.

From relations (3) and (4) we can write the following matrix relation

between the variables $v_{\mu}$ and the squares of the offdiagonal elements $H_{1 \mu}^{2}$. To find the distribution of the variables $v_{\mu}$, we assume the probability density function of the variables $H_{1 \mu}$ to be
$P\left(H_{12}, H_{13}, \ldots, H_{1 N}\right) \prod_{\mu=2}^{N} d H_{1 \mu}=K\left[\exp \left(-\frac{1}{2 \sigma^{2}} \sum_{\mu=2}^{N} H_{1 \mu}^{2}\right)\right] \prod_{\mu=2}^{N} d H_{1 \mu}$,
where $K$ is the normalization constant. We now use the well-known method ${ }^{5}$ of finding the distribution of one set of variables which are related to another set by a transformation given by expressions (5). This gives us the joint probability density function of the variables $v_{\mu}$ as

$$
\begin{align*}
& P\left(v_{1}, v_{2}, \ldots, v_{N-1}\right) \prod_{\mu=1}^{n-1} d v \mu=K\left(\left|\prod_{\nu=2}^{N} \sum_{\alpha=1}^{N} M_{\nu_{\alpha}}^{-1} v_{\alpha}\right|\right)^{-1 / 2} \\
& \times\left[\exp \left(-\frac{v_{1}}{2 \sigma^{2}}\right)\right]_{\mu=1}^{N-1} d v_{\mu} \tag{7}
\end{align*}
$$

where $K$ is the new normalization constant and $M^{-1}$ is the inverse of the matrix in expression (5). It is given by


In writing the inverse given by relation (8), we have assumed that $\lambda_{\mu}(\mu=2,3, \ldots, N)$ are all different. The case where some of them are equal will be given later.

The next step is to transform the probability density function from the set of the variables $v_{\mu}$ to the desired set $E_{\mu}$. We use relations (3a), (4), (7), and (8) to arrive at the following joint probability density function for the eigenvalues $E_{\mu}$ :

$$
\begin{align*}
P\left(E_{1}, E_{2}, \ldots, E_{N}\right) & \prod_{\mu=1}^{N} d E_{\mu}=K \delta\left[\sum_{\mu=1}^{N}\left(E_{\mu}-\lambda_{\mu}\right)\right] \\
& \times\left[\exp -\left(\frac{1}{4 \sigma^{2}} \sum_{\mu=1}^{N} E_{\mu}^{2}\right)\right]\left(\prod_{\mu\langle\nu}\left|E_{\mu}-E_{\nu}\right|\right) \\
& \times\left(\left|\prod_{\nu=2}^{N} \prod_{\mu=1}^{N}\left(\lambda_{\nu}-E_{\mu}\right)\right|\right)^{-1 / 2} \prod_{\mu=1}^{N} d E_{\mu} . \tag{9}
\end{align*}
$$

Before we conclude this section, we also consider the case when some of $\lambda_{\mu}(\mu=2, \ldots, N)$ are equal. We see from the structure of the matrix elements given by expression (1) that for such a case some of the eigenvalues $E_{\mu}$ are independent of $H_{1 \mu}$ and are equal to those $\lambda_{\mu}$ which are equal. All one has to do then is to exclude these values of $\mu$ in the sums and products in expression (9) and add additional $\delta$ functions to take this fact into account.

## III. LOWEST EIGENVALUE DISTRIBUTION

We would first like to consider the case for $N=2$. It is a straightforward calculation to obtain the probability density function of the lowest eigenvalue $E$ from expression (9) by integrating out $E_{2}$ from $E_{1}$ to $\infty$. It is given by

$$
\begin{align*}
P(E) d E= & \left(2 \pi \sigma^{2}\right)^{-1 / 2}\left[\left(\lambda_{1}-E\right)\left(\lambda_{2}-E\right)\right]^{-1 / 2}\left[\lambda_{1}+\lambda_{2}-2 E\right] \\
& \times \exp \left(-\frac{1}{2 \sigma^{2}}\left(\lambda_{1}-E\right)\left(\lambda_{2}-E\right)\right) d E \tag{10}
\end{align*}
$$

where the range of $E$ is determined from the condition that $\left(\lambda_{1}-E\right)\left(\lambda_{2}-E\right) \geqslant 0$.

Assuming $\lambda_{1}<\lambda_{2}$, it follows from expression (10) that the average and the mean-square deviation of the lowest eigenvalue $E$ are given by

$$
\begin{align*}
\langle E\rangle= & \frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right)-(8 \sqrt{2 \pi} \sigma)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\left[\exp \left(16 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right] \\
& \times\left[K_{0}\left(\left(16 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right)+K_{1}\left(\left(16 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right)\right]  \tag{11}\\
\left\langle E^{2}\right\rangle-\langle E\rangle^{2}= & \frac{1}{4}\left(\lambda_{1}-\lambda_{2}\right)^{2}+\sigma^{2}-\left(128 \pi \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{4} \\
& \times\left[\exp \left(8 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right]\left[K_{0}\left(\left(16 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right)\right. \\
& \left.+K_{1}\left(\left(16 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\right)\right]^{2}, \tag{12}
\end{align*}
$$

where $K_{0}, K_{1}$ are the modified Bessel functions. ${ }^{6}$
We next consider the $N$-dimensional case. We have not been able to work out a closed form expression for the distribution of the lowest eigenvalue in general. To make further progress we introduce the approximation of replacing each $\lambda_{\mu}(\mu=2, \ldots, N)$ by their centroid. ${ }^{3}$ We then find that the probability density function of the lowest eigenvalue $E$ is given by

$$
\begin{align*}
P(E) d E= & \left.C_{N}\left[\lambda_{1}+\lambda_{2}-2 E\right]\left[\lambda_{1}-E\right)\left(\lambda_{2}-E\right)\right]^{(N-3) / 2} \\
& \times\left[\exp -\left(2 \sigma^{2}\right)^{-1}\left(\lambda_{1}-E\right)\left(\lambda_{2}-E\right)\right] d E \tag{13}
\end{align*}
$$

where $\lambda_{2}$ is the centroid of $\lambda_{\mu}(\mu=2, \ldots, N)$ and the range of $E$ is again determined from the condition $\left(\lambda_{1}-E\right)\left(\lambda_{2}-E\right) \geqslant 0$. The normalization constant $C_{N}$ is given by

$$
\begin{equation*}
C_{N}=\left(2 \sigma^{2}\right)^{-(N-1) / 2}\left[\Gamma\left(\frac{1}{2}(N-1)\right)\right]^{-1} \tag{14}
\end{equation*}
$$



FIG. 1. Plots of probability density function for the lowest eigenvalue given by expression (13) for various values of $\lambda_{1}$, $\lambda_{2}, \sigma^{2}, N . \lambda_{1}=-32.35 \mathrm{MeV}, \lambda_{2}=-26.17 \mathrm{MeV}, \sigma^{2}=16.93 \mathrm{M}$ $(\mathrm{MeV})^{2}, N=3$.


FIG. 2. Plots of probability density function for the lowest eigenvalue given by expression (13) for various values of $\lambda_{1}, \lambda_{2}, \sigma^{2}$, N. $\lambda_{1}=-28.81 \mathrm{MeV}, \lambda_{2}=$ $-17.31 \mathrm{MeV}, \sigma^{2}=4.88$ $(\mathrm{MeV})^{2}, N=4$.

For the distribution (13), the average value and the mean-square deviation can be determined from the following relations:

$$
\begin{align*}
& \left\langle\left[E-\frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right)\right]\right\rangle=-(8 \sqrt{2} \sigma)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}\left[\Gamma\left(\frac{1}{2}(2 m+1)\right)\right]^{-1} \\
& \times\left[-\left(\frac{\partial}{\partial \alpha}\right)^{m}\left(\exp \frac{1}{2} \xi \alpha\right)\left[K_{0}\left(\frac{1}{2} \xi \alpha\right)+K_{1}\left(\frac{1}{2} \xi \alpha\right)\right]\right]_{\alpha=1}, N=2 m+2, \tag{15a}
\end{align*}
$$

$\left\langle\left[E-\frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right)\right]\right\rangle=-\sqrt{2} \sigma(m!)^{-1}\left[\left(-\frac{\partial}{\partial \alpha}\right)^{m} \alpha^{-1}\right.$
$\left.\times\left[\sqrt{\xi}+\frac{1}{2} \sqrt{\pi} / \alpha(\exp \alpha \xi) \operatorname{erfc}(\sqrt{\alpha \xi})\right]\right]_{\alpha=1}, N=2 m+3$,

$$
\begin{equation*}
\left\langle\left[E-\frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right)\right]^{2}\right\rangle=\frac{1}{4}\left(\lambda_{1}-\lambda_{2}\right)^{2}+(n-1) \sigma^{2} \tag{15c}
\end{equation*}
$$

where $\xi=\left(8 \sigma^{2}\right)^{-1}\left(\lambda_{1}-\lambda_{2}\right)^{2}$,
and erfc is the complementary error function. ${ }^{6}$
For large values of $N$, it is useful to derive the following expression for the average value of $E$ :

$$
\begin{align*}
\left\langle\left[E-\frac{1}{2}\left(\lambda_{1}+\lambda_{2}\right)\right]\right\rangle= & -\frac{1}{2}\left|\lambda_{1}-\lambda_{2}\right|\left\{\frac{1}{2}(N-1)\left(\xi\left[\xi+\frac{1}{2}(N+1)\right]\right)^{-1 / 2}\right. \\
& \left.+\xi^{1 / 2}\left[\xi+\frac{1}{2}(N-1)\right]^{-1 / 2}\right\} \tag{15d}
\end{align*}
$$

For given values of $\lambda_{1}, \lambda_{2}, \sigma^{2}$, and $N$, expressions (15) can be used to calculate the quantity $\langle E\rangle \pm\left(\left\langle E^{2}\right\rangle\right.$ $\left.-\langle E\rangle^{2}\right)^{1 / 2}$, which gives us the most probable range of the lowest eigenvalue. It is this quantity which should give us some idea about the possible correction ${ }^{7}$ which has to be applied to the lowest eigenvalue when we enlarge our basis set of states.

## IV. ILLUSTRATIVE EXAMPLES

To see how the probability density function of the lowest eigenvalue $E$ given be expression (13) looks like, we choose the nucleus ${ }^{16} \mathrm{O}$ with ${ }^{12} \mathrm{C}$ as a core.

As a first example, we consider its ground state
which has the angular momentum and parity $J^{\text { }}=0^{+}$.
Since ${ }^{12} \mathrm{C}$ is assumed to be a core, we are left with four active nucleons which we assume to move in the singleparticle orbits $\mid p_{1 / 2}$ and $\mid d_{5 / 2}$. As usual, we take the single-particle energies to be $\epsilon_{p_{1 / 2}}=-4.95 \mathrm{MeV}, \epsilon_{d_{5 / 2}}$ $=-3.3 \mathrm{MeV}$ and the interaction between the nucleons to be a $40-\mathrm{meV}$ Rosenfeld interaction. Had there been no configuration mixing, all the four nucleons have occupied the $p_{1 / 2}$ level. Because of the two-body interaction the $\left(p_{1 / 2}\right)^{4}$ configuration will mix with the various particle-hole configurations $\left(p_{1 / 2}\right)^{4-2 n}\left(d_{5 / 2}\right)^{2 n}$. On calculating the values of $\lambda_{1}, \lambda_{2}, \sigma^{2}$, and $N$ for the present example, we find that they are given by:
$\lambda_{1}=-32.35 \mathrm{MeV}, \lambda_{2}=-26.17 \mathrm{MeV}, \sigma^{2}=16.93(\mathrm{MeV})^{2}$, $N=3$.

We note that $\lambda_{2}$ is the centroid of the $J^{\pi}=0^{+}$states belonging to two-particle-two-hole configuration. The plot of $P(E)$ versus $E$ is shown in Fig. 1. Expressions (15) give us the most probable range of the lowest eigenvalue to be from -33.17 to -37.72 MeV .

In the second example we consider the excited state $J^{4}=3^{-}$in ${ }^{16} O . \lambda_{1}$ is now the diagonal matrix element of the Hamiltonian with respect to the single particle-hole configuration $\left(p_{1 / 2}\right)^{-1}\left(d_{5 / 2}\right)$, which interacts with the three-particle-three-hole configuration $\left(p_{1 / 2}\right)^{-3}\left(d_{5 / 2}\right)^{3}$. The values of $\lambda_{1}, \lambda_{2}, \sigma^{2}, N$ are now given by
$\lambda_{1}=-28.81 \mathrm{MeV}, \lambda_{2}=-17.31 \mathrm{MeV}, \sigma^{2}=4.88(\mathrm{MeV})^{2}$, $N=4$.

The probability density function for the lowest eigenvalue is shown in Fig. 2. The most probable range in this case is from -29.08 to -30.76 MeV .

Had there been no configuration mixing, then, it is obvious that in both the examples the mean-square deviation $\left\langle E^{2}\right\rangle-\langle E\rangle^{2}$ would have been zero. Therefore, as we had remarked earlier, the most probable range gives us some idea as to how large are the effects of configuration mixing on the lowest eigenvalue.
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